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Abstract

Analyzing and Inferring the Structure of Code Changes

Miryung Kim

Chair of the Supervisory Committee:
Professor David Notkin

Computer Science & Engineering

Programmers often need to reason about how a program evolved between two or more

program versions. Reasoning about program changes is challenging as there is a significant

gap between how programmers think about changes and how existing program differencing

tools represent such changes. For example, even though modification of a locking protocol

is conceptually simple and systematic at a code level, diff extracts scattered text additions

and deletions per file.

To enable programmers to reason about program differences at a high-level, this disser-

tation proposes an approach that automatically discovers and represents systematic changes

as first order logic rules. This rule inference approach is based on the insight that high-level

changes are often systematic at a code level and that first order logic rules can represent such

systematic changes concisely. There are two similar but separate rule-inference techniques,

each with its own kind of rules. The first kind captures systematic changes to application

programming interface (API) names and signatures. The second kind captures systematic

differences at the level of code elements (e.g., types, methods, and fields) and structural

dependencies (e.g., method-calls and subtyping relationships).

Both kinds of rules concisely represent systematic changes and explicitly note exceptions

to systematic changes. Thus, software engineers can quickly get an overview of program

differences and identify potential bugs caused by inconsistent updates. The viability of this

approach is demonstrated through its application to several open source projects as well as





a focus group study with professional software engineers from a large e-commerce company.

This dissertation also presents empirical studies that motivated the rule-based change

inference approach. It has been long believed that code clones—syntactically similar code

fragments—indicate poor software design and that refactoring code clones improves software

quality. By focusing on the evolutionary aspects of clones, this dissertation discovered that,

in contrast to conventional wisdom, programmers often create and maintain code duplicates

with clear intent and that immediate and aggressive refactoring may not be the best solution

for managing code clones. The studies also contributed to developing the insight that a

high-level change operation comprises systematic transformations at a code level and that

identification of such systematicness can help programmers better understand code changes

and avoid inconsistent updates.
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Chapter 1

INTRODUCTION

Software evolution plays an ever-increasing role in software development. Programmers

constantly update existing software to provide new features to customers or to fix defects.

As software evolves, programmers often need to inspect program differences between two

versions or its generational changes over multiple versions. For example, for a team lead

to check whether the intended change is implemented correctly, she needs to review the

modifications done by her team members. As another example, when a program behaves

differently from expected behavior after several modifications, programmers inspect past

code changes. In addition to these scenarios from a programmer’s perspective, software

engineering researchers also need to reason about program differences for software version

merging, profile propagation, regression testing, change impact analysis, and software evo-

lution analysis.

When inspecting program differences, programmers or researchers may ask the following

kinds of high-level questions about code changes: “What changed?” “Is anything missing

in that change?” and “Why did this set of code fragments change together?”

To enable programmers to reason about software changes at a high-level, this dissertation

proposes a novel approach that extracts program differences in the form of concise, rule-

oriented descriptions. The novelty of the approach is best seen in the context of four existing

approaches that can be used to reason about software changes.

The first approach records program edit operations in an editor or an integrated devel-

opment environment (Section 2.3.1). A key shortcoming of this approach is that it locks

programmers into a specific editor or an environment, which is rarely an acceptable trade-off.

The second approach is a programming language-based approach, exemplified by source

code transformation languages and tools (Section 2.3.2). These tools let programmers spec-
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ify a high-level change using the syntax of transformation languages and automatically

update a program using the specified change script. Though software change can be de-

scribed explicitly at a high-level, this language-based approach has a high adoption cost

and is not compatible with exploratory programming practices. Programmers need to plan

software changes in advance and write a change script accordingly using the syntax of a

source transformation language.

The third approach is to use a check-in comment or a change log that programmers

manually write in a natural language. Though it is easy to understand the high-level

change intent associated with a program change, these natural language descriptions tend

to be incomplete and may not reflect actual code changes faithfully.

The fourth approach is an automatic program differencing approach that takes two

program versions as input and computes differences between them (Section 2.2). This

approach is practical as it can be applied to any software projects with a version control

system or a release archive. Unfortunately, most existing differencing approaches produce

low-level differences individually without any structure even when this collection of low-level

differences has a latent structure because the programmer applied a high-level operation

such as a refactoring or a crosscutting modification; existing approaches do not identify

nor leverage systematic relationships created by the programmer’s implementation of the

high-level change.

These limitations of existing program differencing approaches make it difficult for pro-

grammers to reason about software changes at a high-level. For example, the ubiquitous

program differencing tool diff computes differences per file, obliging the programmer to

read changed-lines file by file, even when those cross-file changes were done systematically.

Similarly other differencing tools that work at different levels of abstraction (e.g., abstract

syntax trees [304] and control flow graphs [7]) report individual differences without struc-

ture. Some approaches attempt to mitigate this problem by grouping the differences by

physical locations (directories and files) [138], by logical locations (packages, classes, and

methods) [302], by structural dependencies (define-use and overriding) [50], or by similarity

of names. However, they generally do not capture systematic changes along other dimen-

sions. For example, Eclipse diff and UMLDiff [302] organize differences by logical locations
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but do not group changes that are orthogonal to a program’s containment hierarchy. In con-

trast, crosscutting change identification techniques (Section 2.1.2) do not find regularities

within a program’s containment hierarchy such as adding similar fields to the same class.

As existing approaches do not recognize regularities in code changes, subsequently they

are unable to detect inconsistency in code changes, leaving it to a programmer to discover

potential bugs.

This dissertation presents an automatic program differencing approach that infers con-

cise high-level change descriptions. In contrast to existing program differencing techniques,

this approach focuses on helping programmers reason about software changes as opposed

to reconstructing a new program version given the old version and a delta. Our approach

discovers and represents high-level change operations explicitly using rule-based representa-

tions (first order logic rules). This rule inference approach is based on the observation that

high-level changes are often systematic. For example, moving a set of related classes from

one package to another package consists of a set of similar move class refactorings. Updating

an application programming interface (API) often requires updating all calls to the API.

Adding secondary design decisions such as logging or synchronization consists of making

similar updates throughout a program. Our approach concisely describes such systematic

changes by using universally quantified logic variables in first order logic rules.

There are two similar but separate change-rule inference techniques, each of which cap-

tures a different kind of change. The first kind of change-rules capture changes to API names

and signatures (Chapter 5). The second kind of change-rules capture changes to code el-

ements and structural dependencies (Chapter 6). Both kinds of rules concisely represent

systematic changes and explicitly note exceptions to systematic change patterns. Thus,

software engineers can quickly get an overview of program differences and use the noted

exceptions to avoid inconsistent code changes.

We demonstrate the viability of this approach by applying our techniques to several open

source projects and by conducting a focus group study with professional software engineers

at a large e-commerce company.

This rule-based program differencing approach is partially motivated by studies of code

clones—syntactically similar code fragments. By studying the evolutionary aspects of clones,
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we discovered the needs for a program differencing tool that extracts high-level change

descriptions. We also developed the insight that identification of systematicness in code

changes can help programmers better reason about software changes.

This chapter describes empirical studies of code clones (Section 1.1); describes the in-

sights into systematic program changes (Section 1.2); introduces a rule-based change infer-

ence approach (Section 1.3); lists some uses of inferred change-rules (Section 1.4); lists the

contributions of the dissertation (Section 1.5); and gives a road map to the remainder of

the document (Section 1.6).

1.1 Empirical Analyses of Code Clone Evolution

Code clones are syntactically identical or similar code snippets that are often created by

copying and pasting code. There is no consistent or precise definition of code clones, and

they are often operationally defined by individual clone detectors.

It has been long believed that code clones are inherently bad and they indicate poor

software quality. The rationale behind this conventional wisdom is that programmers often

need to update code clones similarly. If programmers neglect to update related code clones

consistently, this missed update could lead to a potential bug during software evolution.

In addition, a latent bug can be propagated to multiple places in a code base through

unknowingly copying and pasting the buggy code.

This view has directed previous research efforts about code clones. Many efforts have

focused on automatically identifying code clones and using clone detection results for refac-

toring. Software engineering researchers and practitioners have advised programmers not

to create code clones and to remove existing clones in software by factoring out the com-

monality as a separate procedure and invoking the procedure instead. For example, Fowler

[92] argues that code duplicates are bad smells of poor design and programmers should

aggressively use refactoring techniques. The Extreme Programming (XP) [27] community

has integrated frequent refactoring as a part of the development process.

We investigated how code clones are actually created and maintained using two analysis

approaches. Our studies suggest that programmers often create and maintain code clones

with clear intent and that refactoring may not always improve software with respect to



5

clones. The following two subsections briefly summarize the studies.

1.1.1 An Ethnographic Study of Copy and Paste Programming Practices

Programmers often copy and paste (C&P) code from various locations: documentation,

someone else’s code, or their own code. However, the use of copy and paste as a programming

practice has bad connotations, because this practice has the potential to create unnecessary

duplicates in a code base. Earlier studies have formed a few informal hypotheses about

how programmers reuse code using C&P [181, 261]; however, these studies did not focus on

identifying and solving potential problems caused by C&P during software evolution.

To understand common C&P usage patterns and associated implications, we conducted

an ethnographic study at IBM T.J. Watson Research Center [161]. We developed a logger

that records key strokes and editing operations such as copy, cut, paste, redo, undo, and

delete. We built a replayer that plays back the edit logs. In addition to replaying the edit

logs, we carried out manual analysis and semi-structured interviews to discover high-level

change patterns and associated intentions of a programmer. Using an affinity process [34], we

created a taxonomy of common C&P patterns. This study found that skilled programmers

often create and manage code clones with clear intent:

• Limitations of programming languages designs may result in unavoidable duplicates

in a code base. Though we observed C&P practices in only object-oriented program

languages, we suspect that the cloning issue is independent of a choice of programming

language as no language can support all kinds of abstraction.

• Programmers often discover a shared abstraction of similar code through the process

of copying, pasting, and modifying code. They keep and maintain clones for some

period of time before they decide how to abstract the common part of the clones.

• Copied text is often customized in the pasted context and reused as a structural tem-

plate. Current software engineering tools have poor support for identifying structural

templates or maintaining them during software evolution.
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• Programmers often apply a similar change to clones from the same origin. In other

words, after they create clones, they tend to modify the structural template embedded

in the clones consistently.

Based on these insights into C&P patterns, we proposed tools that could reduce C&P

related problems.

1.1.2 An Empirical Study of Code Clone Genealogies

In the copy and paste study, we explored an approach of capturing and replaying edits in

an IDE. This approach is limited in a number of ways. First, most projects do not retain

archives of editing logs, but rather have version control systems or software release archives.

Second, while most projects are developed by more than one developer in a collaborative

work environment, capturing edits in an IDE is limited to a single programmer workspace.

Third, a longitudinal analysis is not feasible due to the high cost of analyzing edits.

To extend this type of change-centric analysis to software projects without edit logs, we

developed a tool that automatically reconstructs the history of similar code fragments from

a source code repository [165]. The core of this tool is a representation that captures clone

change patterns over a sequence of program versions. We named this representation a clone

genealogy because, like a human genealogy, it shows when new clones were introduced, how

long the clones stayed in the system, and whether the clones were updated consistently or

not. In a clone genealogy, a group to which the clone belongs is traced to its origin clone

group in previous versions. In addition, clone groups that have originated from the same

ancestor clone group are connected by a clone evolution pattern.

Using this tool, we studied how long clones stay in a system and how often and in which

way clones change in two Java open source projects, carol and dnsjava. Our study indicates

that refactoring (merging code clones) is not always beneficial or even applicable to many

clones for two reasons:

• Many clones are short-lived, diverging clones: 48% and 72% of clones disappear in a

very short amount of a time (within an average of eight check-ins out of over at least

160 check-ins). 26% and 34% of these clones are no longer considered as clones because
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they changed differently from other clones in the same group. Refactoring such short-

lived clones may not be necessary and can be counterproductive if a programmer has

to undo the refactoring.

• Refactoring cannot remove many long-lived clones: 49% and 64% of clones cannot be

easily removed using standard refactoring techniques [92]. The longer clones survive

in the system, the higher percentage of them consist of unfactorable, consistently

changing clones.

Instead of measuring the extent of clones over time quantitatively, we focused on how

individual clones change over the life time of software. By focusing on the evolutionary

aspects, we advanced the understanding of code clones and contributed to shifting research

focus from automatic clone detection to clone management support.

1.2 Systematicness of Code-Level Change

Based on the two empirical studies of code clones, we developed the insight that high-level

changes are often systematic—consisting of similar transformations at a code level. The

same insight arises from numerous other research efforts, primarily within the domain of

refactorings and crosscutting concerns.

Refactoring is the process of changing a software system that does not alter the external

behavior of the code, yet improves the internal structure and the quality of software (e.g.,

extensibility, modularity, reusability, complexity, maintainability, efficiency) [92, 112, 211,

234]. Meaningful refactorings often consist of one or more elementary behavior preserving

transformations, which comprise a group of similar transformations such as “moving the

print method in each Document subclass” or “introduce three abstract visit* methods.”

Crosscutting concerns represent secondary design decisions—e.g., performance, error

handling, and synchronization—that are generally scattered throughout a program [158,

279]. Modifications to these design decisions involve similar changes to every occurrence of

the design decision. To cope with evolution of crosscutting concerns, aspect-oriented pro-

gramming languages provide language constructs that allow these concerns to be updated

in a modular fashion [157]. Information transparency based techniques [111] use naming
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conventions, formatting styles, and ordering of code in a file to locate and document cross-

cutting concerns.

Consistent maintenance of code clones is another kind of systematic change. Our C&P

study explains why programmers create and maintain clones. (1) The limitation of program-

ming languages do not allow all levels of design decisions to be isolated in a single module.

(2) As programmers deal with volatile design decisions, they often create code clones tem-

porarily until they discover a right level of abstraction for similar programming logic. To

support consistent update of code clones, simultaneous editing [215] and linked editing [281]

allow programmers to edit related clones with a single stream of editing commands.

1.3 Automatic Inference of High-Level Change Descriptions

To discover and represent systematic changes, we developed rule-based change representa-

tions and corresponding algorithms. There are two kinds of change-rules that we devel-

oped. The first kind of change-rules capture changes to API names and signatures to match

method-headers between two program versions. The second kind of change-rules capture

changes to code elements and structural dependencies to discover a logical structure in

program differences.

1.3.1 Changes to API Name and Signature

Code matching is the underlying basis for various software engineering tools. Version merg-

ing tools identify possible conflicts among parallel updates by analyzing matched code el-

ements [208]. Regression testing tools prioritize or select test cases that need to be re-run

by analyzing matched code elements [117, 262, 275]. Profile propagation tools use match-

ing to transfer execution information between versions [294]. Emerging interest in mining

software repositories—studying program evolution by analyzing existing software project

artifacts—demands more effective matching techniques.

Existing matching techniques individually compare code elements at particular granu-

larities such as functions and files using certain similarity measures (Section 2.2). Though

this approach is intuitive, it has three limitations: First, these techniques produce a long
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list of matches or refactorings without any structure and do not recognize a general pat-

tern of changes witnessed by the low-level code matches. Second, as these techniques do

not recognize systematic change patterns, it is generally difficult for programmers to spot

inconsistent or incomplete changes to a general pattern. For example, only after looking

at three matches [(Foo.mA() !→ Foo.mA(float)), (Foo.mB() !→ Foo.mB(float)), and (Foo.mC() !→

Foo.mC())], one can understand that mC() method did not change its input signature unlike

other methods in the Foo class. Third, because existing techniques do not consider the global

context of changes, in part due to the lack of explicit high-level change representations, these

techniques cannot easily disambiguate which match is more accurate than other potential

matches; this limitation results in either low precision or low recall of matches.

As a first step, we addressed the problem of matching Java method-headers. Our change-

rule representation concisely describes systematic changes to API names and signatures

and explicitly notes anomalies to a systematic change pattern. Our rule inference algorithm

takes two program versions as input; extracts a set of method-headers from each version; and

finds seed-matches using token-level name similarity between each possible pair of method-

headers. By generalizing the scope and transformation in the seed matches, our algorithm

systematically enumerates candidate change-rules. It then evaluates and selects these rules

using a greedy algorithm. In each iteration, each rule’s accuracy is computed by counting

its matches and its exceptions. When the rule’s accuracy is above the chosen threshold, the

rule is selected and its matches are removed from a set of remaining method-headers to be

matched. This algorithm can be seen as a practical, domain-specific rule inference algorithm

in the sense that it finds a restricted subset of first order logic rules—a horn clause with a

single literal in the antecedent.

Consider an example where a programmer reorganizes a chart drawing program by

moving axis-drawing classes from the package chart to the package chart.axis. To allow

toggling of tool tips by the user, the programmer appends a boolean parameter to a set of

chart-creation interfaces. Even though the goals of these transformations can be stated con-

cisely in natural language, existing code matching techniques (Section 2.2) would enumerate

each moved method and each modified interface. The programmer may have to examine

hundreds or thousands of matches or refactorings before discovering that a few simple high-
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level changes took place. Moreover, if the programmer neglected to move one axis drawing

class, this missed update would be hard to detect. The following two change-rules concisely

describe these changes. (Chapter 5 discusses the syntax and semantics of API change-rules

in detail.)

• for all x:method-header in chart.*Axis*.*(*)

packageReplace(x, chart, chart.axis)

[ Interpretation: All methods with a name “chart.*Axis*.*(*)” moved from the chart package to the chart.axis

package. ]

• for all x:method-header in chart.Factory.create*Chart(*Data)

except createGanttChart, createXYChart

argAppend(x, [boolean])

[ Interpretation: All methods with a name “chart.Factory.create*Chart(*Data)” changed their input signature

by appending an argument with boolean type. ]

We applied our API change-rule inference tool to the change history of five open source

projects (JFreeChart, JHotDraw, JEdit, Tomcat, and ArgoUML) and compared it with

three competing tools (S. Kim et al.’s method-header matching tool [167], Weißgerber and

Diehl’s refactoring reconstruction tool [295], and Xing and Stroulia’s UMLDiff [302]). Our

comparative evaluation shows that our technique makes matching results smaller and more

readable, and finds more matches without loss of precision.

1.3.2 Changes to Program Structure

The success of API change-rule inference led to extending this approach to complement

some existing uses of diff. Programmers often use diff to inspect detailed differences be-

tween program versions. When its output involves hundreds of lines across multiple files,

programmers find it difficult to understand code changes because there is no structure that

groups related line-level differences. We hypothesize that, by identifying shared structural

characteristics of changed code, we can discover a logical structure that groups related

line-level differences.

Logical Structural Diff (LSDiff) abstracts a program as code elements (packages, types,
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methods, and fields) and their structural dependencies (method-calls, field-accesses, sub-

typing, overriding, and containment). For example, LSDiff extracts facts such as “class C

has a field f of type t” and “class C’s method m overrides class D’s method m.”Once LSDiff

represents each version as a set of logic facts, it uses a set-differencing operator to compute

fact-level differences between two versions. To condense the delta, LSDiff infers Datalog

rules [284] that imply fact-level differences. The rule inference algorithm is a top-down

inductive logic programming algorithm that enumerates domain specific Datalog rules up

to a certain length specified by a user. Remaining non-systematic differences are presented

as logic facts.

This rule-based change inference approach is similar to the previous section’s API

change-rule inference. However, LSDiff differs from it in several ways: First, while API

change-rules focus on changes at the level of method-headers, LSDiff accounts for changes

within method-bodies as well as at a field level. Second, from a change representation

perspective, while API change-rules rely on a regular expression to group related code el-

ements, LSDiff uses conjunctive logic literals to allow programmers to understand shared

structural characteristics of systematically changed code, not only a shared naming conven-

tion, e.g. “all setHost methods in Service’s subclasses” instead of “all methods with name

*Service.setHost(*).” Finally, from a rule-inference technique perspective, while our API

change-rule inference algorithm finds rules in an open system, LSDiff’s algorithm learns

rules in a closed system by first computing structural differences and then enumerating all

rules within the rule search space set by the input parameters.1

Suppose that a programmer deleted method-calls to the SQL.exec method from all setHost

methods in Service’s subclasses. The following rule concisely captures regularities among

five method-call deletions and also reports an exception, indicating a potential missing

change. The detailed syntax and semantics of LSDiff rules is described in Chapter 6.

• past subtype(“Service”, t) ∧ past method(m, “setHost”, t) ⇒ deleted calls(m, “SQL.exec”) except t=“NameSvc”

[ Interpretation: All setHost methods in Service’s subclasses deleted calls to the SQL.exec method except the

NameSvc class. ]

1Learning rules in a closed system means that the facts in the fact-bases cannot be altered during the
rule-inference process.
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In a study of three software projects’ histories, LSDiff outputs are on average 9.3 times

more concise than structural differences without rules. What this means in practice is that,

when diff output consists of 997 lines of change scattered across 16 files on average, LSDiff

summarizes structural differences using only 7 rules and 27 facts.

To gain insights into when and how LSDiff can complement existing program differ-

encing tools, we conducted a focus group study with professional developers from a large

e-commerce company. Overall, our focus group participants were very positive about LSD-

iff and asked us when they can use it for their work. They believed that LSDiff can help

programmers reason about related changes effectively by allowing top-down reasoning of

code changes, as opposed to reading diff outputs without having a high-level context. Some

quotations from the focus-group study were:

“This is cool. I’d use it if we had one.”

“This is a definitely winner tool.”

“You can’t infer the intent of a programmer, but this is pretty close.”

1.4 Uses of Inferred Change-Rules

This section lists several scenarios in which change-rules can help programmers in reasoning

about software changes. These scenarios are based on real examples found in the carol open

source project as well as the observation carried out by Ko et al. [170].

Understanding the rationale of others’ change. Alice and Bill work in the same

team. When Alice tried to commit her bug fix, she got an error message that her change

conflicted with Bill’s last change. To understand what he changed and why, she started

reading Bill’s last check-in comment, “Common methods go in an abstract class. Easier

to extend/maintain/fix,” and the associated diff output. However, she could not easily

understand whether his change was indeed an extract superclass refactoring, which classes

were involved, and whether the refactoring was completed. Browsing the diff output, she

was overwhelmed by the many files to examine.

The following LSDiff output helps Alice understand the rationale of Bill’s change: Bill

created AbsRegistry by pulling up host fields and setHost methods from the classes imple-

menting the NameSvc interface; however, he did not complete the refactoring on LmiRegistry,
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that also implements the NameSvc interface. After reading them, Alice decided to double

check with Bill why LmiRegistry was left out.2

• Fact 1. added type(“AbsRegistry”)

[ Interpretation: AbsRegistry is a new class. ]

• Rule 1. current inheritedmethod(m, “AbsRegistry”, t)⇒added inheritedmethod(m, “AbsRegistry”, t)

[ Interpretation: Many classes inherit method implementations from the AbsRegistry class. ]

• Rule 2. past subtype(“NameSvc”, t) ∧ past field(f, “host”, t) ⇒ deleted field(f, “host”, t) (except t =

“LmiRegistry”)

[ Interpretation: All NameSvc’s subtypes’ host fields were removed except LmiRegistry’s host field. ]

• Rule 3. past subtype(“NameSvc”, t) ∧ past method(m, “setHost”, t) ⇒ deleted method(m, “setHost”, t)

(except t = “LmiRegistry”)...

[ Interpretation: All NameSvc’s subtypes’ setHost methods were removed except the LmiRegistry’s setHost

method. ]

Reviewing a patch before its submission. To simplify the usage of constants in her

program, Alice decided to put all constants in the Context class. While implementing this

change, she ported the constant accesses to use Context’s constants instead. After finishing

edits, she reviewed the diff output but could not easily verify the correctness of constant

porting because some constants were accessed from many methods.

The following LSDiff output helps her confirm that DefaultValues’ constants were deleted

and that all methods that once used DefaultValues’ constants use the Context class instead.3

• Fact 1. deleted field(“DefaultValues.FACTORY”)

[ Interpretation: The DefaultValues.FACTORY field was deleted. ]

• Fact 2. deleted field(“DefaultValues.URL”)

[ Interpretation: The DefaultValues.URL field was deleted. ]

• Rule 1. past accesses(“DefaultValues.URL”, m)⇒ added accesses(“Context.URL”, m)

[ Interpretation: All methods that accessed the DefaultValues.URL field in the old version added accesses to

the Context.URL field. ]

2Source: carol revision 430

3Source: carol revision 389
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• Rule 2. past accesses(“DefaultValues.FACTORY”, m) ⇒ added accesses(“Context.FACT”, t)...

[ Interpretation: All methods that accessed the DefaultValues.FACTORY field in the old version added

accesses to the Context.FACT field. ]

Writing change documentation. To write a check-in comment, Alice ran the diff

tool to examine her modification. By looking at the list of changed files, she suspected that

two different logical changes got mixed up: a design change request and a configuration bug

fix. However, she could not remember which changed code fragments correspond to which

logical change.

By examining the following LSDiff output, she recalled that she added the lmi package

and the LmiDelegate class for the design change request and added the loadCfg method in

several classes to fix the bug.4

• Fact 1. added package(“jndi.lmi”)

[ Interpretation: The jndi.lmi package is a new package. ]

• Fact 2. added type(“LmiDelegate”, “rmi.multi”)

[ Interpretation: The LmiDelegate class was added to the rmi.multi package. ]

• Rule 1. current method(“loadCfg”, t) ⇒ added method(“loadCfg”, t)

[ Interpretation: All loadCfg methods are newly added methods. ]

Mining software repositories research. In the last several years, researchers in

software engineering have begun to analyze programs together with their change history.

For example, Nagappan and Ball’s algorithm [229] finds line-level changes between two con-

secutive versions, counts the total number of changes per binary module, and infers the

characteristics of frequently changed modules. As another example, a signature change pat-

tern analysis [167, 168] traces how the name and the signature of functions change. Finally,

visualization techniques were applied to change history data to identify evolution trends,

unstable components, coherent entities, design and architectural evolution, and fluctuations

in team productivity [19, 20, 53, 78, 100, 183, 245, 265]. As these mining software repos-

itories research techniques require matching code elements across versions, we conjecture

that our change-rules can benefit these research efforts in two ways: (1) By automatically

4Source: carol revision 63
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identifying code renaming and moving, software evolution history can be modeled without

discontinuation. (2) By grouping related atomic transformations, researchers can reason

about software changes at a high-level.

1.5 Thesis and Contributions

• We demonstrated the benefits of change-centric analysis approaches in the context

of studying clone evolution. By focusing on the evolutionary aspects of clones, our

studies found that immediate and aggressive refactoring of code clones are often not

necessary nor beneficial.

• Based on the studies of code clones, we developed an insight that high-level software

changes are often systematic at a code level, consisting of similar transformations.

• Based on this insight, we invented an approach that automatically infers high-level

change descriptions as logic rules by discovering and representing systematicness in

code changes.

• Our assessments and focus-group study show that our approach finds concise change

descriptions, identifies inconsistent changes, and complements existing program dif-

ferencing tools.

1.6 Outline

Chapter 2 surveys related work. This can be divided into three main categories: (1) a survey

of systematic software changes, (2) techniques that take two program versions as input and

infer changes between them automatically, (3) techniques that can record program changes,

and (4) background on code clones and clone evolution studies. Chapter 3 and Chapter 4

describe empirical analyses of clone evolution: an ethnographic study of copy and paste pro-

gramming practices and an empirical study of code clone evolution in open source projects.

Chapter 5 and Chapter 6 describe our rule-based change inference approach at the level of

method-headers and at the level of code elements and structural dependencies respectively.
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The assessment of inferred change-rules is discussed respectively in each chapter. Chapter

7 presents future work and conclusions.
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Chapter 2

RELATED WORK

Section 2.1 reviews several kinds of systematic program changes because systematicness

of high-level changes is a basis for our rule-based change inference approach. Section 2.2

and Section 2.3 describe approaches that can help programmers reason about software

change. Out of the four approaches discussed in Chapter 1, three approaches are described

in detail: A program differencing approach automatically infers change operations from

two program versions (Section 2.2). An edit capture and replay approach explicitly records

change operations. Change operations can be also captured in source transformation tools

(Section 2.3). Using check-in comments or change logs is excluded because natural language

descriptions tend to be incomplete and may not reflect code changes faithfully. Section

2.4 discusses the background related to our empirical studies of code clones. Section 2.5

summarizes related work in the area of software evolution analyses, because these analyses

can benefit from explicit, semantic change descriptions provided by our change-rule inference

techniques.

2.1 Systematic Code Change

This section discusses several kinds of systematic program changes, namely refactorings and

crosscutting concerns. By inspecting these changes’ characteristics, we show that high-level

software changes are often systematic, consisting of similar transformations at a code-level.

Consistent maintenance of code clones is another kind of systematic change and related

work on code clones is described in Section 2.4.

2.1.1 Refactoring

As a software system is enhanced, modified, and adapted to new requirements, the code

becomes more complex and drifts away from its original design, thereby lowering the qual-
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ity of the software. Refactoring (Restructuring) [92, 112, 234, 211] copes with increasing

software complexity by transforming a program from one representation to another while

preserving the program’s external behavior (functionality and semantics).

Griswold’s dissertation [112] discusses one of the first refactoring tools that automate

repetitive, error-prone, non-local transformations. Griswold’s tool supports a number of

restructuring operations: replacing an expression with a variable that has its value, swapping

the formal parameters in a procedure’s interface and the respective arguments in its calls,

etc. It is important to note that many of these restructurings are systematic in the sense

that they involve repetitive non-local transformations.

Opdyke’s dissertation [234] distinguishes the notion of low-level refactorings from high-

level refactorings. High-level refactorings (i.e., composite refactorings) reflect more complex

behavior-preserving transformations while low-level refactorings are primitive operations

such as creating, deleting, or changing a program entity or moving a member variable.

Opdyke describes three kinds of complex refactorings in detail: (1) creating an abstract

superclass, (2) subclassing and simplifying conditionals, and (3) capturing aggregations and

components. All three refactorings are systematic in the sense that they contain multiple

similar transformations at a code level. For example, creating an abstract superclass in-

volves moving multiple variables and functions common to more than one sibling classes

to their common superclass. Subclassing and simplifying conditionals consists of creating

several classes, each of which is in charge of evaluating a different conditional. Capturing

aggregations and components usually involves moving multiple members from a component

to an aggregate object.

Fowler’s refactoring book [92] describes 72 types of common refactorings. Most refac-

torings are systematic in the sense that (1) multiple objects participate in the refactoring;

(2) these objects often share similar structural characteristics such as inheriting the same

superclass or using the same object; and (3) they often undergo similar primitive refactor-

ings.
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2.1.2 Crosscutting Concerns

As programs evolve over time, they may suffer from the the tyranny of dominant decom-

position [279]. They can be modularized in only one way at a time. Concerns that are

added later may end up being scattered across many modules and tangled with one an-

other. Logging, performance, error handling, and synchronization are canonical examples

of such secondary design decisions. These can be seen as another kind of systematic change

that involves inserting similar code throughout a program. Aspect-oriented programming

languages provide language constructs to allow concerns to be updated in a modular fashion

[157]. A number of other approaches instead leave the crosscutting concerns in a program

while providing mechanisms to manage related but dispersed code fragments. Griswold’s in-

formation transparency technique uses naming conventions, formatting styles, and ordering

of code in a file to provide indications about code that should change together [111].

There are several tools that allow programmers to automatically or semi-automatically

locate crosscutting concerns. Robillard et al. [260] allow programmers to manually docu-

ment crosscutting concerns using structural dependencies in code. Similarly, the Concern

Manipulation Environment [116] allows programmers to locate and document different types

of concerns. Van Engelen et al. [285] use clone detectors to locate crosscutting concerns.

Shepherd et al. [271] locate concerns using natural language program analysis. Breu et

al. [41] mine aspects from version history by grouping method-calls that are added to-

gether. Dagenais et al. [61] automatically infer and represent structural patterns among

the participants of the same concern as rules in order to trace the concerns over program

versions. In general, our change-rule inference techniques differ from these tools by inferring

general kinds of systematic changes, which may or may not be crosscutting concerns, and

by detecting anomalies from systematic changes.

2.2 Inferring Change

Inferring changes between two program versions is the same problem as matching corre-

sponding unchanged code elements between two versions. Section 2.2.1 describes existing

code matching (program differencing) techniques that are built for software version merging,
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program differencing, profile propagation, and regression testing. Most matching techniques

are different from our change-rule inference techniques (Chapter 5 and Chapter 6) in that

they compute low-level program differences without structure and cannot help programmers

reason about software changes at a high-level. Section 2.2.2 describes techniques that infer

refactorings from two program versions. These techniques are closely related to our change-

rule inference techniques in that both use code matching information to infer refactorings.

Section 2.2.3 describes techniques that group related code changes. These techniques are

similar to our change-rule inference techniques in that they cluster related changes and can

identify potential missed updates.

2.2.1 Code Matching

Suppose that a program P ′ is created by modifying P . Determine the difference ∆ between

P and P ′. For a code fragment c′ ∈ P ′, determine whether c′ ∈ ∆. If not, find c′’s

corresponding origin c in P.

A code fragment in the new version either contributes to the difference or comes from

the old version. If the code fragment has a corresponding origin in the old version, it

means that it does not contribute to the difference. Thus, finding the delta between two

versions is the same problem as finding corresponding code fragments between two versions.

Suppose that a programmer inserts if-else statements in the beginning of the method m A

and reorders several statements in the method m B without changing semantics (see Table

2.1). An intuitively correct matching technique should produce [(s1-s1’), (s2-s2’), (s3-s4’),

(s4-s3’), and (s5-s5’)] and identify that s0’ is added.

Matching code across program versions poses several challenges. First, previous stud-

ies [167] indicate that programmers often disagree about the origin of code elements; low

inter-rater agreement suggests that there may be no ground truth in code matching. Sec-

ond, renaming, merging, and splitting of code elements make the matching problem non-

trivial. Suppose that a file PElmtMatch changed its name to PMatching; a procedure matchBlck

is split into two procedures matchDBlck and matchCBlck; and a procedure matchAST changed its

name to matchAbstractSyntaxTree. The intuitively correct matching technique should produce
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Table 2.1: Example code change

before after

mA (){

if (pred_a) { //s1

foo(); //s2

}

}

mB (b){

a= 1; //s3

b= b+1; //s4

fun(a,b); //s5

}

mA (){

if (pred_a0) { //s0’

if (pred_a) { //s1’

foo(); //s2’

}

}

}

mB (b){

b= b+1; \\s3’

a= 1; \\s4’

fun(a,b); \\s5’

}

[(PElmtMatch, PMatching), (matchBlck, matchDBlck), (matchBlck, matchCBlck),

and (matchAST, matchAbstractSyntaxTree)], while simple name-based matching will consider

PMatching, matchDBlck, matchCBlck, and matchAbstractSyntaxTree added and consider PElmtMatch,

matchBlck, and matchAST deleted.

Existing code matching techniques usually employ syntactic and textual similarity mea-

sures to match code. They can be characterized by the choices of (1) an underlying program

representation, (2) matching granularity, (3) matching multiplicity, and (4) matching heuris-

tics. This section explains how the choices impact applicability, effectiveness, and accuracy

of each matching method by creating an evaluation framework.

Entity Name Matching The simplest matching method treats code elements as im-

mutable entities with a fixed name and matches the elements by name. For example,

Zimmermann et al. model a function as a tuple, (file name, FUNCTION, function name),

and a field as a tuple, (function name, FIELD, field name) [312]. Similarly, Ying et al.

[308] model a file with its full path name.
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String Matching When a program is represented as a string, the best match between two

strings is computed by finding the longest common subsequence (LCS) [9]. The LCS problem

is built on the assumption that (1) available operations are addition and deletion, and (2)

matched pairs cannot cross one another. Thus, the longest common subsequence does not

necessarily include all possible matches when available edit operations include copy, paste,

and move. Tichy’s bdiff [280] extended the LCS problem by relaxing the two assumptions

above: permitting crossing block moves and not requiring one-to-one correspondence.

The line-level LCS implementation, diff [139] is fast, reliable, and readily available.

Thus, it has served as a basis for popular version control systems such as CVS.1 or Sub-

version2 Many evolution analyses are based on diff because they use version control system

data as input. Our clone genealogy extractor tracks code snippets by their file name and

line number (Chapter 4). Identification of fix-inducing code snippets [273] is also based on

tracking (file name:: function name:: line number) backward from the moment that a bug

is fixed.

Reiss [253] evaluated practical LCS-based source line tracking techniques. His investiga-

tion shows that the W BEST LINE method—a variation of LCS algorithm that considers

k number of contextual lines—is about as effective as any other method but is faster and

requires only a small amount of storage. This method compares each line to derive a nor-

malized match value between zero (no match) and one (exact match); looks at a context

consisting of k/2 lines before and after the line; and counts the number of these lines that

match the corresponding line in the new version.

Recently, Canfora et al. [46] developed a source line technique that takes differencing

results from diff-based version control systems as input and identifies changed-lines in ad-

dition to added- and deleted-lines. This technique first computes hunk similarity between

every possible hunk pair using a vector space model and then computes the Levenstein

distance [186] to map source lines within the mapped hunk pairs. In contrast to diff, this

approach detects changed-lines in addition to deleted- and added-lines.

1http://www.cvshome.org

2http://subversion.tigris.org
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Syntax Tree Matching For software version merging, Yang [304] developed an AST

differencing algorithm. Given a pair of functions (fT , fR), the algorithm creates two abstract

syntax trees T and R and attempts to match the two tree roots. Once the two roots match,

the algorithm aligns T ’s subtrees t1, t2, ..., ti and R’s subtrees r1, r2, ...rj using the LCS

algorithm and maps subtrees recursively. This type of tree matching respects the parent-

child relationship as well as the order between sibling nodes, but is very sensitive to changes

in nested blocks and control structures because tree roots must be matched for every level.

For dynamic software updating, Neamtiu et al. [230] built an AST-based algorithm that

tracks simple changes to variables, types, and functions. Neamtiu’s algorithm assumes that

function names are relatively stable over time. It traverses two ASTs in parallel; matches

the ASTs of functions with the same name; and incrementally adds one-to-one mappings as

long as the ASTs have the same shape. In contrast to Yang’s algorithm, it cannot compare

structurally different ASTs.

Fluri et al.’s Change Distiller [90] uses an improved version of Chawathe et al.’s hier-

archically structured data comparison algorithm [48]. Change Distiller takes two abstract

syntax trees as input and computes basic tree edit operations such as insert, delete, move or

update of tree nodes. It uses bi-gram string similarity to match source code statements such

as method invocations and uses subtree similarity to match source code structures such as

if-statements. After identifying tree edit operations, Change Distiller maps each tree-edit

to an atomic AST-level change type.

Cottrell et al.’s Breakaway [58] automatically identifies detailed structural correspon-

dences between two abstract syntax trees to help programmers generalize two pieces of

similar code. Its two-pass greedy algorithm is applied to ordered child list properties (state-

ments in a block) then to unordered nodes (method declarations).

Finally, the following two techniques do not directly compare ASTs but use syntactic

information to guide string level differencing. Hunt and Tichy’s 3-way merging tool [136]

parses a program into a language neutral form; compares token strings using the LCS algo-

rithm; and finds syntactic changes using structural information from the parse. Raghavan

et al.’s Dex [249] locates the changed parts in C source code files using patch file information

and feeds the changed parts into a tree differencing algorithm to output the edit operations.
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Control Flow Graph Matching Laski and Szermer [184] first developed an algorithm

that computes one-to-one correspondences between CFG nodes in two programs. This

algorithm reduces a CFG to a series of single-entry, single-exit subgraphs called hammocks

and matches a sequence of hammock nodes using a depth first search (DFS). Once a pair

of corresponding hammock nodes is found, the hammock nodes are recursively expanded in

order to find correspondences within the matched hammocks.

Jdiff [7] extends Laski and Szermer’s (LS) algorithm to compare Java programs based on

an enhanced control flow graph (ECFG). Jdiff is similar to the LS algorithm in the sense

that hammocks are recursively expanded and compared, but is different in three ways:

First, while the LS algorithm compares hammock nodes by the name of a start node in the

hammock, Jdiff checks whether the ratio of unchanged-matched pairs in the hammock is

greater than a chosen threshold in order to allow for flexible matches. Second, while the LS

algorithm uses DFS to match hammock nodes, Jdiff only uses DFS up to a certain look-

ahead depth to improve its performance. Third, while the LS algorithm requires hammock

node matches at the same nested level, Jdiff can match hammock nodes at a different

nested level; thus, Jdiff is more robust to addition of while loops or if-statements at the

beginning of a code segment. Jdiff has been used for regression test selection [236] and

dynamic change impact analysis [8].

CFG-like representations are commonly used in regression test selection research. Rother-

mel and Harrold’s algorithm [262] traverses two CFGs in parallel and identifies a node with

unmatched edges, which indicates changes in code. In other words, the algorithm stops

parallel traversal as soon as it detects changes in a graph structure; thus, this algorithm

does not produce deep structural matches between CFGs. However, traversing graphs in

parallel is still sufficient for the regression testing problem because it conservatively iden-

tifies affected test cases. In practice, regression test selection algorithms [117, 236] require

that syntactically changed classes and interfaces are given as input to the CFG matching

algorithm.

Program Dependence Graph Matching There are several program differencing algo-

rithms based on a program dependence graph [133, 37, 143].
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Horwitz [133] presents a semantic differencing algorithm that operates on a program

representation graph (PRG) which combines features of program dependence graphs and

static single assignment forms. In her definition, semantic equivalence between two programs

P1 and P2 means that, for all states σ such that P1 and P2 halt, the sequence of values

produced at c1 is identical to the sequence of values produced at c2 where c1 and c2 are

corresponding locations. Horwitz uses Yang’s algorithm [305] to partition the vertices into

a group of semantically equivalent vertices based on three properties, (1) the equivalence

of their operators, (2) the equivalence of their inputs, (3) the equivalence of the predicates

controlling their evaluation. The partitioning algorithm starts with an initial partition based

on the operators used in the vertices. Then by following flow dependence edges, it refines

the initial partition if the successors of the same group are not in the same group. Similarly,

it further refines the partition by following control dependence edges. If two vertices in the

same partition are textually different, they are considered to have only a textual change. If

two vertices are in different partitions, they have a semantic change. After the partitioning

phase, the algorithm finds correspondences between P1’s vertices and P2’s vertices that

minimize the number of semantically or textually changed components of P2.

Binkley et al. [37] presents a 3-way merging algorithm that is based on semantic dif-

ferences. This algorithm does not find corresponding elements between two versions of a

program, but rather makes an assumption that a special editor is used to tag each PDG

node to identify added nodes, deleted nodes and changed nodes. Given PDG node level

correspondence among three input programs A, B, and Base, the integration algorithm pro-

duces a program M that integrates the difference A from Base, the difference B from Base,

and the preserved behavior among A, B, and Base. The behavior differences between A and

B are approximated by the slice of APA,Base in GA where APA,Base is a set of vertices of

GA whose program slice is different from GBase’s slice. Although the problem of determin-

ing whether GM corresponds to some program is NP-complete, Binkley et al. presented a

backtracking algorithm that behaves satisfactorily on actual programs.

In general, PDG-based algorithms are not applicable to popular modern program lan-

guages because they can run only on a limited subset of C-like languages without global

variables, pointers, arrays, or procedures.
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Binary Code Matching BMAT [294] matches two versions of a binary program without

knowledge of source code changes. BMAT was used for profile propagation and regression

test prioritization [275]. BMAT’s algorithm matches blocks in three steps: (1) matching

procedures by their names and code contents, (2) matching data blocks using hash functions,

and (3) matching code blocks using hash functions and control flow equivalence.

BMAT has been improved [293] because its hashing based algorithm was too sensitive

to instruction reordering due to compiler optimization. Its new algorithm uses control

tree representations and matches code blocks (leaf-nodes) in two phases: In the bottom-up

phase, code blocks are matched first and matching criteria is relaxed to accommodate minor

changes in the tree structure or node contents while still using the hierarchical tree structure

to identify correct matches. In the top-down phase, the tree is traversed in depth-first order

and block matches are finalized recursively, using higher level matches to guide lower-level

matches.

Text Document Several tools find a similar document (or a group of similar documents)

in a directory of files using chunking and approximate fingerprints [91, 148, 198]. Siff [198]

is characteristic of these tools. First, siff breaks each file into a sequence of chunks using

sliding windows and computes fingerprints for each chunk incrementally. After this step,

each file is represented as a list of fingerprints. Second, for a given file, siff finds a similar

document using the agrep algorithm. For each fingerprint, siff lists all files that include the

fingerprint. Then it sorts the list and computes the shared number of fingerprints for each

distinctive set of files. Third, it uses a threshold to discard matches with a small number

of shared fingerprints.

Clone Detection A clone detector is simply an implementation of an arbitrary equiv-

alence function. The equivalence function defined by each clone detector depends on a

program representation and a comparison algorithm. Most clone detectors are heavily de-

pendent on (1) hash functions to improve performance, (2) parametrization to allow flexible

matches, and (3) thresholds to remove spurious matches. A clone detector can be consid-

ered as a many-to-many matcher based solely on content similarity heuristics. Section 2.4
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discusses clone detection techniques in detail.

Others The matching problem is one of the most fundamental and general problems

in computer science. For example, schema matching [250] is a very well studied area in

database research. This problem is similar to code matching in that (1) the problem can

be solved at a different granularity (attributes or tables); (2) typed structures are often

compared to find a matching; and (3) splitting, merging, and renaming of attributes often

make the problem more challenging. However, it is difficult to adapt schema matching tech-

niques to the code matching problem, because many techniques—instance based matching,

linguistics based matching, key characteristics based matching, and uses of join queries—are

only pertinent to schema matching.

Selective recompilation (incremental compilation [47]) assumes an initial set of changes

and focuses only on how to efficiently identify compilation units to be recompiled using

structural dependencies (e.g., def-use).

Translation validation (or checking comparison) [231, 311] checks whether an optimized

version of a program still preserves the same semantics of an unoptimized version of a

program. Solving this problem requires matching equivalent program elements. Necula

[231] uses simple heuristics to match control flow graphs and uses symbolic evaluation to

check equivalence of simulation relations (predicates which are provided by the compiler for

particular points of the programs). Necula’s algorithm [231] compares control predicates

and function call sequences to match CFG nodes. Zhang and Gupta [311] address the same

problem at a binary level by matching instructions based on program execution histories

given the same input. Based on WET representation [310], a static representation of the

program labeled with dynamic profile information, the algorithm matches instructions that

dynamically behave the same even though statically they appear to be different.

Comparison Table 2.2 compares these surveyed matching techniques. The first column

shows which underlying program representation each technique is based on. The second

columns includes references to each surveyed technique. The third column shows at what

granularity each technique matches code. The fourth column shows at what granularity
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each technique assumes correspondences. Many techniques assume correspondences at a

certain granularity no matter whether this assumption is explicitly stated or not; diff and

bdiff match source lines assuming that input files are already matched; cdiff matches AST

nodes assuming that enclosing functions are matched by the same name; and Tichy et al.

[197, 136] assume that corresponding files are mapped. The fifth column shows matching

multiplicity. Only bdiff allows one to many mappings at a line level and BMAT allows many

to one mappings at a block level. Other techniques all assume one to one mappings. The

column six, seven, and eight describe matching heuristics employed by each technique. All

matching techniques heavily rely on heuristics to reduce the scope of potential matches, and

the heuristics are categorized into three categories that are not comprehensive or mutually

exclusive.

1. Name-based heuristics match entities with similar names.

2. Position-based heuristics match entities with similar positions. If entities are placed

in the same syntactic position or surrounded by already matched pairs, they become

a matched pair.

3. Similarity-based heuristics match entities that are nearly identical; they often rely on

parametrization and a hash function to find near identical entities. All clone detectors

can be viewed as similarity-based matchers.

The three different heuristics complement one another. For example, when hash values

collide or parametrization results in spurious matches, position-based heuristics will select

a matched pair that preserves linear ordering or structural ordering by checking neighbor-

ing matches. Diff and bdiff use similarity-based heuristics to map source lines. cdiff uses

name-based heuristics to map AST nodes by their labels. Neamtiu’s algorithm uses both

name-based and position-based heuristics: It traverses two ASTs in parallel, matches AST

nodes by the same label, and matches variable nodes placed in the same syntactic position

regardless of their labels. Jdiffmatches CFG nodes by the same label and matches hammock

nodes by the hammock’s content (the ratio of unchanged-matched pairs in the hammock
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nodes). BMAT uses a name-based heuristic to match procedures in multiple phases: by the

same globally qualified name (e.g., System.out.println), by the same hierarchical name, by

the same signature, and by the same procedure name. BMAT also uses a position-based

heuristic to remove unmatched pairs.

Evaluation Matching techniques are often inadequately evaluated, in part due to a lack

of agreed evaluation criteria or representative benchmarks. To evaluate matching techniques

uniformly, we take a scenario-based evaluation approach; We describe how well matching

techniques will perform for the hypothetical program change scenarios described in the

beginning of this section (page 21).3

The third column of Table 2.3 summarizes how well each technique will work in the

scenario of Table 2.1. Diff can match lines of m A but cannot match reordered lines in

m B because the LCS algorithm does not allow crossing block moves. Bdiff can match

reordered lines in m B because crossing block moves are allowed. Neamtiu’s algorithm will

perform poorly in both m A and m B because it does not perform a deep structural match.

Cdiff cannot match unchanged parts in m A correctly because cdiff stops early if roots do

not match for each level. Jdiff will be able to skip the changed control structure, map

unchanged parts in m A, and match reordered statements in m B if the look-ahead threshold

is greater than the depth of nested controls. BMAT cannot track code blocks in m B because

BMAT’s hashing algorithms are instruction order sensitive. In conclusion, Jdiff will work

best for changes within procedures at a statement or predicate level.

The fourth column of Table 2.3 summarizes how each technique will work in case of

renaming and splitting at a file or procedure level. Most name-based matching techniques

will do poorly with renaming events. Diff and bdiff will be able to track each line only

if file names do not change. Both cdiff and Neamtiu’s algorithm will perform poorly if

procedure names change. BMAT will perform well because it relies on multiple passes of

hash functions and multiple phases of name matching. The remaining columns of Table

2.3 describe how well each matching technique will work in case of restructuring tasks at a

3PDG-based matching techniques are excluded as these techniques only work for limited C-like languages
and do not support modern programming languages.
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procedure level or at a file level. Based on Table 2.2 and 2.3, we conclude the following:

• Most matching techniques produce low-level differences without any structure; thus,

matching results are difficult for programmers to inspect and reason about at a high-

level.

• AST or CFG based techniques produce matches at fine-grained levels but are only

applicable to a complete and parsable program. Researchers must consider the trade-

off between matching granularity, requirements, and cost.

• Many techniques employ the LCS algorithm and thus inherit the assumptions of

LCS: (1) one-to-one correspondences between matched entities and (2) linear ordering

among matched pairs. Implicit assumptions like these must be carefully examined

before implementing a matcher.

• Most techniques support only one-to-one mappings at a fixed granularity. Therefore,

they will perform poorly when merging or splitting occurs.

• The more heuristics are used, the more matches can be found by complementing

one another. For example, name-based matching is easy to implement and can reduce

matching scope quickly, but it is not robust to renaming events. In this case, similarity-

based matching can produce matches between renamed entities, and position-based

matching can leverage already matched pairs to infer more matches.

2.2.2 Refactoring Reconstruction

Refactoring reconstruction (RR) techniques compare two program versions and look for

a predefined set of refactoring patterns: move a method, rename a class, add an input

parameter, etc. While code matching tools stop at mapping corresponding code elements,

RR tools infer refactorings that explain the identified correspondences at the level of a

function, class, or file.
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Demeyer et al. [65] first proposed the idea of inferring refactoring events by comparing

the two programs. Demeyer et al. used a set of ten characteristics metrics such as LOC and

the number of method calls within a method (i.e., fan-out) and inferred refactorings based

on the metric values and a class inheritance hierarchy.

Zou and Godfrey’s origin analysis [316] matches procedures using multiple criteria (e.g.,

names, signatures, metric values, callers, and callees) and infers merging, splitting, and

renaming events. It is semi-automatic in the sense that a programmer must manually tune

matching criteria and select a match among candidate matches.

Kim et al. [167] automated Zou and Godfrey’s procedure renaming analysis. In addition

to matching criteria used by Zou and Godfrey, Kim et al. used clone detectors such as

CCFinder [149] and Moss [2] to calculate content similarity between procedures. An overall

similarity is computed as a weighted sum of each similarity metric, and a match is selected

if the overall similarity is greater than a certain threshold.

A renaming detection tool by Malpohl et al. [197] aligns tokens using diff and infers a

function or variable renaming when distinct tokens are surrounded by mapped token pairs.

Similarly, Neamtiu et al.’s analysis [230] detects a function or variable renaming based on

the syntactic position of tokens.

Rysselberghe and Demeyer [263] use a clone detector, Duploc [75], to detect moved

methods. Another similar approach by Antoniol et al. [5] identifies class-level refactorings

using a vector space information retrieval approach.

Xing and Stroulia’s UMLDiff [302] matches packages, classes, interfaces, fields and blocks

based on their name and structural similarity metrics in a top-down order. After matching

code elements, UMLDiff infers refactorings as well as other structural changes.

Dig et al.’s Refactoring Crawler identifies refactorings in two stages. First it finds a list

of code element pairs using shingles (a metric-based fingerprint) and performs a semantic

analysis based on reference relationships (calls, instantiations, or uses of types, import

statements). The second part of the algorithm is an iterative, fix point algorithm that

considers refactorings in a top-down order.

Weißgerber and Diehl’s technique [295] identifies refactoring candidates using only names

and signatures then uses clone detection results to rank the refactoring candidates.
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Fluri et. al.’s Change Distiller [90] compares two versions of abstract syntax trees; com-

putes tree-edit operations; and maps each tree-edit to atomic AST-level change types (e.g.,

parameter ordering change) [89]. The identified change types are largely categorized into

two: (1) body-part changes and (2) declaration-part changes that include refactorings such

as access modifier changes, final modifier changes, attribute declaration changes, method

declaration changes, etc. Change Distiller was built for in-depth investigation of why change

coupling occurs in the evolution of open source projects.

Table 2.4 and Table 2.5 compare these RR techniques and our rule-based change infer-

ence techniques (Chapters 5 and 6) in terms of matching granularity, matching multiplicity,

matching heuristics and the type of inferred change operations.

The main difference between our change-rule representations and the representations

used by RR techniques is that none of the RR techniques explicitly represent systematic

changes in a formal syntax nor identify exceptions to systematic change patterns. RR

techniques report a list of refactorings, leaving it to the programmer to identify emerging

change patterns by discovering insights about the relationships among the particular set of

refactorings. In addition to this inherent limitation, many RR techniques have the following

two limitations that result from their implementation and algorithm choices.

First, many RR techniques do not consider the global context of transformation (in part

due to their lack of explicit high-level change representations), and thus they either find

too many refactoring candidates, leading to many false positives or find too few refactoring

candidates, leading to many false negatives. To cope with a large number of false positives,

RR techniques often need to post-process their results. For example, Weißgerber and Diehl’s

technique initially finds a large number of false positive refactorings; Hence it uses clone

detection results to rank the refactoring candidates. S. Kim et al.’s technique requires

users to reduce false positives by optimizing each similarity factor’s weight and tuning the

threshold value. Second, many RR techniques cannot find multiple refactorings that affect

the same code elements as they impose a certain order in mapping code elements or do

not consider the possibility of overlapping transformations. For example, UMLDiff cannot

identify changes that involve both renaming and moving such as “move Foo class from

package A to package B and rename Foo to Bar” as UMLDiff maps code in a top down
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order.

2.2.3 Identification of Related Change

Several techniques use historical change data or program structure information to identify

code elements that frequently change together. These techniques are similar to our rule-

based change inference techniques in that they group a set of related low-level changes to

discover a high-level logical change.

Gall et al. [93] were the first to use release data to detect logical coupling between

modules. They developed a change sequence analysis and applied this analysis to a 20-

release history of a large telecommunication system. Zimmermann et al. [312] applied

association rule learning to version history data to discover which files, classes, methods,

and fields frequently change together. Similarly, Ying et al. [308] applied a similar tech-

nique to the Eclipse and Mozilla change history. Like our change-rule inference techniques,

these approaches suggest a potential missing change. However, they do not explicitly group

systematic changes nor report their common structural characteristics, leaving it to pro-

grammers to figure out why some code fragments change together. For example, Rose [312]

may report that methods foo and bar are likely to change together but does not report that

both methods are called by the same method fun.

Hassan and Holt [119] proposed several heuristics that predict which code elements

should change together and evaluated these heuristics using open source projects’ evolution

histories. For example, the Historical Co-change heuristic recommends code elements that

changed together in previous change sets, the Code Structure heuristic recommends all

code elements related by static dependencies (calls, uses, and defines), the Developer-Based

heuristic recommends all code elements that were previously modified by the same developer,

and the Code Layout heuristic recommends all entities that are defined in the same file as

the changed entity. Surprisingly, their study found that the history-based or code layout

based heuristic outperform code structure based heuristics.

Crisp [50] groups code changes using four predefined rules. While Crisp’s goal is to

create a compilable intermediate version for fault localization, the goal of this dissertation
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is to help programmers understand code changes by recovering a latent systematic structure

in program differences.

2.3 Recording Change

Recorded change operations can be used to help programmers reason about software changes.

Section 2.3.1 describes techniques that capture change operations in an editor or an inte-

grated development environment. Section 2.3.2 describes source code transformation lan-

guages, which can serve as a basis for capturing high-level semantic transformations.

2.3.1 Edit Capture and Replay

Several editors or integrated development environment (IDE) extensions capture and re-

play keystrokes, editing operations, and high-level update commands to use the recorded

change information for intelligent version merging, studies of programmers’ activities, and

automatic updates of client applications.

For example, Dig et al.’s MolhadoRef [71] automatically resolves merging conflicts that

a regular diff-based merging algorithm cannot resolve by taking into account the semantics

of recorded move and rename refactorings. This algorithm extends Lippe’s operation-based

merging [190] by defining a model of merging conflicts in case of rename and move refac-

torings. While Lippe’s operation-based merging only defined abstract change operations

and did not have a means of recording change operations in IDE, MolhadoRef implements

refactoring-aware version merging by recording refactoring commands in the Eclipse IDE.4

Henkel and Diwan’s CatchUp [123] captures API refactoring actions as a developer

evolves an API and allows the users of the API to replay the refactorings to bring their

client software up to date.

Robbes [257] extended a small talk IDE to capture AST-level change operations (cre-

ation, addition, removal and property change of an AST node) as well as refactorings. He

used the recorded changes to study when and how programmers perform refactorings.

4Refactoring-aware version merging is one instance of version merging algorithms. A survey of version
merging algorithms and tools is described in [208].
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Evans et al. [83] collected students’ programming data by capturing keystroke, mouse

and window focus events generated from the Windows operating system and used this data

to observe programming practices. Likewise, in our copy and paste study (Chapter 3),

we recorded keystrokes and edit operations in an Eclipse IDE to study copy and paste

programming practices.

When recorded change operations are used for helping programmers reason about soft-

ware changes, this approach’s limitation depends on the granularity of recorded changes. If

an editor records only keystrokes and basic edit operations such as cut and paste, it is a

programmer’s responsibility to raise the abstraction level by grouping keystrokes. If an IDE

records only high-level change commands such as refactorings, programmers cannot retrieve

a complete change history. In general, capturing change operations to help programmers

reason about software change is impractical as this approach constrains programmers to use

a particular IDE.

2.3.2 Source Code Transformation Tools

Source transformation tools allow programmers to author their change intent in a formal

syntax and automatically update a program using the change script. Most source transfor-

mation tools automate repetitive and error-prone program updates. The most ubiquitous

and the least sophisticated approach to program transformation is text substitution. More

sophisticated systems use program structure information. For example, A* [179] and TAWK

[113] expose syntax trees and primitive data structures. Stratego/XT[288] is based on al-

gebraic data types and term pattern matching. These tools are difficult to use as they

require programmers to understand low-level program representations. TXL [56] attempts

to hide these low-level details by using an extended syntax of the underlying programming

language. Boshernitsan et al.’s iXJ [39] enables programmers to perform systematic code

transformations easily by providing a visual language and a tool for describing and proto-

typing source transformations. Their user study shows that iXj’s visual language is aligned

with programmers’ mental model of code changing tasks. Erwig and Ren [82] designed

a rule-based language to express systematic updates in Haskell. Coccinelle [238] allows
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programmers to safely apply crosscutting updates to Linux device drivers.

While these tools focus on applying systematic changes to a program, our approach fo-

cuses on recovering systematic changes from two versions. Despite the significant difference

in their goals, both approaches’ change-representations capture systematic changes concisely

and explicitly. In theory, one can build a program differencing tool using a source trans-

formation tool’s change-representation by (1) automatically enumerating potential trans-

formations, (2) applying the transformations to the old program version, and (3) checking

whether the updated program is the same as the new program version. However, the change-

representation’s granularity and expressive power will affect its use for high-level reasoning

of program differences. With a specific focus on high-level reasoning of software change, we

compare our rule-based change representations (Chapters 5 and 6) with two representative

source transformation languages and tools, TXL [56] and iXj [39].

Comparison with TXL TXL is a programming language and rapid prototyping system

specifically designed to support structural source transformation. TXL’s source transforma-

tion paradigm consists of parsing the input text into a structure tree, transforming the tree

to create a new structure tree, and unparsing the new tree to a new output text. Source

text structures to be transformed are described using an unrestricted ambiguous context

free grammar in extended Backus-Nauer (BNF) form. Source transformations are described

by example, using a set of context sensitive structural transformation rules from which an

application strategy is automatically inferred.

Each transformation rule specifies a target type to be transformed, a pattern (an example

of the particular instance of the type that we are interested in replacing), and a replacement

(an example of the result we want when we find such an instance). In particular, the

pattern is an actual source text example expressed in terms of tokens (terminal symbols)

and variables (non-terminal types). When the pattern is matched, variable names are bound

to the corresponding instances of their types in the match. Transformation rules can be

composed like function compositions. Figure 2.1 shows an example TXL rule that replaces

(1+1) expressions with 2.

TXL’s transformation rules in general require programmers to obtain the knowledge of
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rule addOnePlusOne % target structure

replace [expression] % pattern to search for

1+1

by 2

% replacement to make

end rule

Figure 2.1: Example TXL rule

syntax trees. Though it is well suited for systematic changes at an expression level, it is less

suited for expressing systematic changes at a higher abstraction level such as moving a set

of classes from one package to another package. In addition, as our change-rules abstract

a program at the level of code elements and structural dependencies, our approach finds

systematic change patterns even when the constituent transformations are not exactly the

same; For example, adding call dependencies to a particular method is grouped as a single

rule even if the input parameters in the call invocation statements vary.

Comparison with iXj iXj’s pattern language consists of a selection pattern and a trans-

formation action. A selection pattern is similar to our rules’ antecedent, and a transfor-

mation action is similar to our rules’ consequent. Similar to our API change-rules, iXj’s

transformation language allows grouping of code elements using a wild-card symbol *. Fig-

ure 2.2 shows an example selection pattern and a transformation pattern.

To reduce the burden of learning the iXj pattern language syntax, iXj’s visual editor

scaffolds this process through from-example construction and iterative refinement; When a

programmer selects an example code fragment to change, iXj automatically generates an

initial pattern from the code selection and visualizes all code fragments matched by the

initial pattern. The initial pattern is presented in a pattern editor, and a programmer can

modify it interactively and see the corresponding matches in the editor. A programmer may

edit the transformation action and see the preview of program updates interactively.
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Selection pattern: * expression instance of java.util.Vector (:obj).removeElement(:method)(*

expressions(:args))

[ Interpretation: Match calls to the removeElement() method where the obj expression is a subtype of

java.util.Vector. ]

Transformation action: $obj$.remove($obj$.indexOf($args$))

[ Interpretation: Replace these calls with with calls to the remove() method whose argument is the index of an

element to remove. ]

Figure 2.2: Example iXj transformation

Similar to TXL, iXj’s transformation language works at the level of syntax tree nodes,

mostly at an expression level. Thus, it is not effective for expressing higher-level trans-

formation such as moving a set of related classes from one package to another package.

Its transformation actions are more expressive than our change-rules in that they support

free-form text edits.

2.4 Code Clones

This section describes automatic clone detection techniques, studies of clone coverage, clone

re-engineering techniques, empirical studies about code cloning practices, and clone man-

agement techniques.

2.4.1 Automatic Code Clone Detection

Although most consider code clones to be identical or similar fragments of source code

[23, 149], code clones have no consistent or precise definition in the literature. Indeed,

a “clone” has been defined operationally based on the computation of individual clone

detectors.

Clone detectors can be grouped into four basic approaches, each of which uses a different

representation of source code and different algorithms for comparing the representation of

potential clones.

First, some detectors are based on lexical analysis. For instance, Baker’s [12] Dup uses a
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lexer and a line-based string matching algorithm. Dup removes white spaces and comments;

replaces identifiers of functions, variables, and types with a special parameter; concatenates

all files to be analyzed into a single text file; hashes each line for comparison; and extracts

a set of pairs of longest matches using a suffix tree algorithm. Kamiya et al. improved

Dup’s algorithm and developed CCFinder [149], which transforms tokens of a program

according to a language-specific rule and performs a token-by-token comparison. CCFinder

is recognized as a state of the art clone detector that handles industrial size programs; it

is reported to produce higher recall although its precision is lower than some other tools

[44]. CP-Miner [187] identifies a similar sequence of tokenized statements using a frequent

subsequence mining technique.

Second, Baxter et al. developed CloneDr [26], which parses source code to build an

abstract syntax tree (AST) and compares its subtrees by characterization metrics (hash

functions). Jiang et al. [146] and Koschke et al. [175] also developed AST-based clone

detection algorithms.

Third, some detectors find clones by identifying an isomorphic program dependence

graph (PDG). Komondoor and Horwitz’s clone detector finds isomorphic PDG subgraphs

using program slicing [173]. Krinke uses a k-length patch matching to find similar PDG

subgraphs [176]. PDG-based clone detection is robust to reordered statements, code inser-

tion and deletion, intertwined code, and non-contiguous code, but it is not scalable to large

programs.

Finally, metric-based clone detectors [148, 202, 212] compare various software metrics

called fingerprinting functions. These clone detectors find clones at a particular syntactic

granularity such as a class, a function, or a method, because fingerprinting functions are

often defined for a particular syntactic unit.

Comparative studies of clone detectors have been done by Burd and Bailey [44], Ryssel-

berghe and Demeyer [264], and Walenstein et al. [291].
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2.4.2 Studies of Clone Coverage

Several studies have investigated the extent of code clones in software. Comparing the result

of these studies is difficult because the definition of a clone depends on the computation

of individual clone detectors and many detection algorithms take adjustable parameters.

Nearly as much as 10% to 30% of the code in many large scale projects was identified as

code clones (e.g., gcc-8.7% [75], JDK -29% [149], Linux -22.7% [187], etc). Antoniol et al. [6]

and Li et al. [187] studied changes in clone coverage (the ratio of cloned code to the total

lines of code) in Linux and found that clone coverage increased early in development but

stabilized over time. They interpreted these data as showing that the design of Linux is not

deteriorating due to copy and paste practices. These quantitative studies of clones cannot

answer questions about why programmers create and maintain code clones and how clones

actually evolve over time—for example, how often do clones actually require consistent

updates during evolution? Our copy and paste programming study and clone genealogy

study answer such questions by focusing on the evolutionary aspects of clones (Chapter 3

and Chapter 4).

2.4.3 Clone Reengineering

Researchers have also used the output of a clone detector as a basis for refactoring. For ex-

ample, Balazinska et al. developed a clone reengineering tool, called CloRT [16, 15]. CloRT

finds clones using software metrics and a dynamic pattern matching algorithm, determines

whether the Strategy or Template design pattern applies to these clones, factors out the com-

mon parts of methods, and parametrizes the differences with respect to the design patterns.

As another example, Komondoor and Horwitz developed a semantics-preserving procedure

extraction algorithm that runs on PDG-based clones [173, 174]. Finally, CCShaper [125]

filters the output of CCFinder to find candidates for the extract method and pull up method

refactoring patterns. CCShaper ’s improved version, Aries [126] suggests which refactoring

method to use to remove code clones based on the positional relationship of code clones in

the class hierarchy and the coupling between code clones and their surrounding code.

Language-based approaches such as multiple inheritance, mixins, use of delegation,



45

traits, and parametrization can remove a certain type of code duplication. For example,

Murphy-Hill et al. [227] removed similar method implementations in the Java.io library

using traits, a modularity mechanism that allows sharing of pure method implementa-

tions across the inheritance hierarchy. Jarzabek et al. [145] and Basit et al. [23] used

a meta language XVCL to reduce code duplication. XVCL allows parametrization via

meta-variables and meta-expressions, insertions of code at designated break points, selec-

tion among given options based on conditions, code generation by iterating over selections

of meta-components, etc. Jarzabek et al. [145] report that XVCL reduced 68% of code

duplication in the Java buffer library. Basit et al. [23] report that C++ standard libraries

(STL) made heavy use of generics but duplication still existed because similar functionality

had to be replicated in a slightly different way.

2.4.4 Studies about Cloning Practice

Several studies share a view to ours (Chapter 3 and Chapter 4) that code cloning is not

necessarily a harmful software engineering practice.

Cordy [55] notes that cloning is a common method of risk minimization used by financial

institutions because modifying an abstraction can introduce risks of breaking existing code.

Fixing a shared abstraction is both costly and time consuming as it requires any dependent

code to be extensively tested. On the other hand, clones increase the degrees of freedom

in implementing and maintaining each new application or module—each is free to refine

its view of the data. Cordy noted that propagating bug fixes to code clones is not always

a desired practice because the risk of changing an already properly working module is too

high.

Godfrey et al. [103] conducted a preliminary investigation of cloning in Linux SCSI

drivers and found that super-linear growth in the Linux system is largely caused by cloning

of Linux drivers. Kapser and Godfrey [152] extended this work and further studied cloning

practices in several open source projects (Linux operating system kernel, Postgresql rela-

tional database management systems, Apache httpd web server, and Gnumeric spreadsheet)

and found that clones are not necessarily harmful. Developers create new features by start-
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ing from existing similar ones, as this cloning practice permits the use of stable, already

tested code. In fact, they report that about 71% of the clones could be considered to have

a positive impact on the maintainability of the software system. Their study also cata-

loged four major reasons of why programmers clone code: Forking is used to bootstrap

development of similar solutions with the expectation that clones will evolve somewhat in-

dependently at least in the short term to accommodate hardware variations or platform

variations. Templating is used to directly copy the behavior of existing code when appropri-

ate abstraction mechanisms such as inheritance or generics are unavailable. Customization

occurs when currently existing code does not adequately meet a new set of requirements.

Exact match duplication is typically used to replicate simple solutions or repetitive concerns

within the source code.

While interviewing and surveying developers about how they develop software, LaToza et

al. [185] uncovered six patterns of why programmers create clones: repeated work, example,

scattering, fork, branch, and language. For each pattern, less than half of the developers

interviewed thought that the cloning pattern was a problem. LaToza et al.’s study confirms

that most cloning is unlikely to be created with ill intentions. This study also reports that

programmers are concerned with large scale cloning such as copying a module created by

another team (forking), rather than copying example code fragments, subclasses, or code

fragments that are hard to refactor.

In a recent study, Rajapakse et al. [251] experimented with using Server page techniques

to eliminate code clones in a web application. They found that reducing duplication in a

web application had negative effects on the extensibility of an application: After signifi-

cantly reducing the size of the source code, a single change often required testing a vastly

larger portion of the system. Their study also suggests that avoiding cloning during initial

development could contribute to a significant overhead.

2.4.5 Clone Management

Miller and Myers [215] proposed simultaneous text editing to automate repetitive text edit-

ing. After describing a set of regions to edit, a user can edit any one record and see
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equivalent edits simultaneously applied to all other records. A similar editing technique,

called Linked-Editing [281] applies the same edits to a set of code clones specified by a user.

Though these tools were developed prior to our clone genealogy study in 2005 (Chapter

4), our study results provide the reasons why these tool-based approaches are useful for

evolving code clones and suggest when and how often these tools are complementary to

using refactoring techniques.

Our clone genealogy study (Chapter 4) motivated clone tracking and management tech-

niques. Duala-Ekoko and Robillard [74] developed an Eclipse plug-in that takes the output

of a clone detector as input and automatically produces an abstract syntax-based clone

region descriptor for each clone. Using this descriptor, it automatically tracks clones across

program versions and identifies modifications to the clones. Similar to the Linked-Editing

tool by Toomim et al. [281], it uses the longest common subsequence algorithm to map

corresponding lines and to echo edits in one clone to other counterparts upon a developer’s

request.

2.4.6 Studies of Copy and Paste in Programming

Similar to our copy and paste (C&P) study in Chapter 3, there are several studies that

address how code clones are entered into a system or why programmers duplicate code.

To understand code reuse strategies in object oriented programming, Lange et al. [181]

conducted a week long observation of a single subject programming in Objective-C. The

investigators noted that the subject often copied a super-class or a sibling-class as a template

for a new class then edited the copied class. Rosson et al. [261] observed four subjects

programming in Smalltalk; when the subjects were interested in reusing a particular target

class, they copied the usage protocol of the target class and used it as example code without

deeply comprehending the behavior of the target class. Although they considered C&P as

one strategy of source code reuse, they did not focus on the implication of C&P. In our

study, we not only observed the same code reuse behavior but also analyzed why some code

snippets are chosen as a template.
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2.5 Software Evolution Analysis

Belady and Lehman [28] are the first to study evolving software systems. They proposed

laws of software evolution after analyzing change data from the evolution of the OS/360

operating system. Since their work, many researchers have developed analysis and visual-

ization techniques to study study evolution. Based on a brief survey of software evolution

analysis and visualization techniques, we conclude that these techniques can benefit from

our rule inference techniques’ ability to extract concise, high-level change descriptions.

2.5.1 Empirical Studies of Software Evolution

Kemerer and Slaughter [154] manually coded over 25000 change logs to classify each change

event to 6 types of corrective, 6 types of adaptive, and 6 types of perfective changes. Their

analysis used phase mapping and gamma sequence analysis methods originally developed

in social psychology to identify and understand the phases of software evolution.

Eick et al. [77] developed a process for analyzing the change history of the code, which

is assumed to reside in a version management system, calculating code-decay indices, and

predicting the fault potential and change effort through regression analysis. The objective

of this research is to support project management so that code decay is delayed.

Hassan and Holt [118] studied the chaos of software systems in terms of information

entropy—the amount of uncertainty related to software products. Intuitively, in the context

of software evolution, if a software system is being modified across all its modules, it has high

entropy, and the software maintainers will have a hard time keeping track of all the changes.

Their work relies on maintenance documentation to keep track of software modifications in

order to compute information entropy of files that evolved over a period of time.

The major drawback of this line of research is that it requires developers’ comments

recorded in the version management system. In most real-world software projects, comments

are inconsistent in their detail and they often do not even exist.

Most refactoring reconstruction techniques are applied to some software evolution history

to study software evolution. This type of study is limited by the accuracy of refactoring

reconstruction and the kinds of refactorings targeted by each technique. Section 5.3 provides
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more details on the accuracy and the kinds of refactorings.

2.5.2 Visualization of Software Evolution

There are several visualization techniques that focus on software evolution, in particular,

changes in software-process statistics, source code metrics, static dependence graphs, diff-

based deltas and their derivatives, etc.

Ball et al. [19] developed the one of the first systems that [19] explored visualizing

software evolution data, in particular, the age of individual code lines as a color. Their

work also visualizes program differences between two versions, which are calculated using

diff.

Holt and Pak [130] visualized structural changes between two program versions by explic-

itly modeling code elements and their structural dependencies. Their visualization focuses

on which structural dependencies are common, which dependencies are new, and which

dependencies are deleted between two versions at the subsystem level.

Eick et al. [78] developed a number of views (matrix, cityscape, bar and pie charts, data

sheets, and network) that facilitate rapid exploration of high-level structure in software

evolution data and also serve as a powerful visual interface to the data details as needed.

These visualization tools explicitly model logical software changes as their visualization is

built upon proprietary evolution history data, where a set of related program deltas are

grouped to a logical software change called a modification request (MR) and its change

type is manually written by developers as an adaptive, corrective, or perfective change.

Pinzger et al.’s RelVis approach [245] condenses multi-dimensional software evolution

metric data into two graphs. The first graph visualizes modules and their metrics over time.

The second graph visualizes relationships between source code modules. In both graphs,

the evolution of metrics is visualized using a Kiviat diagram where annual rings indicate

metric values for each release.

Lanza and Ducasse’s Polymetric views [183] is a lightweight software visualization tech-

nique enriched with software metrics information. Polymetric views help to understand the

structure and detect problems of a software system in the initial phases of a reverse engi-
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neering process by combining software visualization and software metrics. Lanza applied

this general visualization technique to metric values over multiple program versions, and

named this view an evolution matrix [182]. This view is instantiated at two granularity lev-

els (a system level or a class level) and can help programmers understand how the system

size grows, when and where classes are added or deleted, etc.

Girba et al. [100] introduced the Yesterday’s Weather metric that can further condense

historical change patterns at a class granularity. This metric is designed to help a pro-

grammer identify a candidate for further reverse engineering based on the observation that

classes that changed most in the recent past are likely to undergo important changes in the

near future.

Rysselberghe et al. [265] proposed a dot plot visualization of change data extracted from

a version control system to identify unstable components, coherent entities, productivity

fluctuations, etc.

These visualization techniques assume a substantial interpretation effort on behalf of

their users and do not scale well. They become unreadable for a long evolution history

of large systems with numerous components. In addition, many of these techniques are

inherently limited by the source of history data—most version control systems consider

a software system as a set of files containing lines of texts and consequently they report

changes at the lexical level and are unaware of the high-level logical structural changes

of the software system. We believe that our change-rule inference techniques (Chapter 5

and Chapter 6) can enable these visualization techniques to model software evolution more

semantically and structurally.

2.6 Other Related Work

Logic-based Program Representation. Our change-rule inference technique in Chap-

ter 6 models a program as a set of logic facts at a program structure level. Representing a

program’s code elements and structural dependencies as a set of logic facts (or a relational

database) has been used for decades [189]. Approaches such as JQuery [144] or CodeQuest

[115] automatically evaluate logic queries specified by programmers to assist program in-

vestigation. Mens et al.’s intentional view [205] allows programmers to specify concerns or
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design patterns using logic rules. Eichberg et al. [76] use Datalog rules to continuously en-

force constraints on structural dependencies as software evolves. Our change-rule inference

techniques differ from these by (1) focusing on systematic differences between two versions,

as opposed to regularities within a single version and (2) inferring rules without requiring

the programmers to specify them explicitly.

One could apply fact extractors such as grok [131] to each of two program versions

and use a set-difference operator to compute fact-level differences. Section 6.4 shows that

although this approach computes accurate structural differences, those deltas would be

quite large (often hundreds of facts) and thus more demanding on the programmer than

our condensed rule representation.

Framework Evolution. We discuss several approaches that were developed to assist

framework evolution as these approaches are similar to our LSDiff (Chapter 6) in that

they model program changes at a structure level and identify systematic change patterns.

However, these approaches differ from LSDiff by focusing on only API usage replacement

patterns.

Dagenais and Robillard’s SemDiff [62] monitors adaptive changes within a framework

to recommend similar changes to its clients. SemDiff and LSDiff are similar in that both

identify additions and deletions of methods and method-calls. SemDiff carries out a partial

program analysis to find changes in the callers of a particular deleted API, consistent with

its focus on framework evolution. In contrast, LSDiff uses the full logic-based program

representation of two versions to infer change rules. Schäfer et al. proposed an approach that

infers API usage replacement patterns as change-rules to assist framework evolution [270].

Although LSDiff infers a broader class of systematic changes, their underlying technology,

developed independently, is similar to ours. At a more detailed level, LSDiff rules are more

expressive than theirs. First, we infer first order logic rules with variables as opposed to

association rules (propositional rules without variables). Variables in our rule representation

allow explicit references to the same code elements, removing the need for context-based

filtering. Second, their predefined rule patterns limit discovery of systematic changes that

exhibit a combination of different types of structural characteristics such as subtyping and
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method-calls.
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Chapter 3

AN ETHNOGRAPHIC STUDY OF COPY AND PASTE
PROGRAMMING PRACTICES

This chapter describes an ethnographic study of copy and paste programming practices.

As a result of this study, we developed a taxonomy of common copy and paste patterns.

This taxonomy has been useful in understanding systematic changes and building change-

rule inference techniques that leverage systematicness at a code level.

The rest of this chapter is organized as follows. Section 3.1 details the observational

study settings and the analysis method used. Sections 3.2, 3.3 and 3.4 describe the resulting

taxonomy, focusing respectively on (1) programmers’ intentions, (2) design decisions that

cause programmers to copy and paste, and (3) the associated maintenance tasks. Section

3.5 presents how often and which granularity of text programmers copy and paste. Section

3.6 discusses possible flaws in the validity of this study and shares our conjectures about

copy and paste patterns in different study settings. Section 3.7 summarizes the insights.

3.1 Study Method

We observed programmers performing coding tasks first by watching them directly and then

by having them use an instrumented editor that logs their editing operations. In the latter

case, we conducted follow-up interviews to understand programmers’ tasks at a high level

and to confirm our interpretation of their actions. We applied the affinity process [34] to

the collected data to develop a taxonomy of copy and paste (C&P) patterns.

3.1.1 Observation

First, we observed participants by watching them program directly. We occasionally in-

terrupted the participants’ programming flow and asked them to explain what they were

copying and pasting and why. Most participants voluntarily explained their intentions of
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Table 3.1: Copy and paste observation study setting

Direct Observation Observation using

a logger and a replayer

Subjects Researchers at IBM T.J. Watson

No. of Subjects 4 5

Total Coding Hours About 10 hrs About 50 hrs

Interviews Questions asked Twice after analysis

during observation (30 minutes to 1 hour each)

Programming Languages Java, C++, Jython Java

C&P.

In order to enable participants to program in a more natural setting and to log editing

operations with greater precision, we developed a logger and a replayer. Using the logger,

we recorded coding sessions, then observed the participants’ actions off-line by replaying the

captured editing operations. For both types of observation, the participants were researchers

at IBM T.J. Watson Research Center. They were expert programmers and were involved

in small team research projects. In total, nine subjects participated in the study, and we

observed about 60 hours of coding in object-oriented programming languages, mainly in

Java. Observational study settings are summarized in Table 3.1.

3.1.2 Logger and Replayer

The logger efficiently records the minimal information required to reconstruct document

changes performed by a programmer. The logger was developed by extending the text

editor of the Eclipse IDE1 and instrumenting text editing operations.2 It records the initial

contents of all documents opened in the workbench and logs changes in the documents. It

records the type of editing operations, the file names of edited documents, the range of

selected text and the length and offset of text entry, as well as editing operations such as

copy, cut, paste, delete, undo, and redo. It also captures document changes triggered by

1http://www.eclipse.org

2The logger was built for Eclipse version 2.1.
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automated operations such as refactoring and organizing import statements. Appendix A

shows a sample edit log file in an XML format.

The replayer regenerates the programming context involved in document changes from

the low level editing events captured by the logger. It displays documents and highlights

changes and selected text. It has a few controls such as play, stop, and jump. While a

videotape analysis of coding behavior normally takes ten times as long as the actual coding,

by using the instrumented text editor and the replayer, replaying and reviewing the logs

took only 0.5 to 1 times of the actual coding tasks.

3.1.3 Analysis Method

By replaying the editing logs, we documented individual instances of copy and paste oper-

ations. An instance consists of one copy (or cut) operation followed by one or more paste

operations of the copied (or cut) text. It also includes other modifications performed on the

original text or the cloned text. We categorized each instance with a focus on the procedural

steps and the structural entity of copied (or cut) content. Since we observed multiple C&P

instances that share similar editing steps, we generalized the editing procedures to identify

C&P usage patterns. For example, one frequent C&P pattern was to repeatedly change

the name of a variable. The renaming procedure consists of selecting a variable, copying

the variable, pasting the variable n times, and optionally searching for the variable n times

(where n is the number of appearances of the variable within its scope). For each general-

ized copy and paste ensemble, we inferred the associated programmer’s intention. Inferring

a programmer’s intention was often straightforward. For example, changing the name of

a variable consistently is the intention associated with the renaming procedure described

above. For each C&P instance, we also investigated the relationship between a copied code

fragment and code elsewhere in the code base, and analyzed the evolutionary aspect of the

C&P instances by observing how duplicated code fragments were updated during our study.

After producing detailed notes for each C&P instance, we met with subjects to confirm

our interpretation of their actions. Appendix B shows an example analysis note that we

created by replaying one of the coding session logs and interviewing the participant. In
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total, we analyzed 460 C&P instances.

To build a taxonomy of C&P patterns, we used the affinity process [34]. The affinity

process is often used to gather insights or discover new patterns from large amounts of

language data (ideas, opinions, and issues) by grouping them based on their natural rela-

tionships. Affinitizing is an interactive process often performed by a group or a team. First,

the ideas or issues are written on post-its and are displayed on a wall. The team members

start by looking for ideas that seem related in some way and place them together. They

create header-cards that capture the essential link among the ideas contained in a group

of cards. The product of the affinity process is a diagram which shows the groupings and

header-cards.

We wrote post-it notes based on the detailed description of each C&P instance. Then

we grouped related C&P instances and created header-cards for the identified groups of

cards. As a result, we created an affinity diagram, which is shown in Figure 3.1. Appendix

C includes each sub-part of the affinity diagram in detail.3

The following three sections present the resulting taxonomy, focusing respectively on

the intention, design, and evolutionary aspects of C&P operations. Section 3.2 (Intention

view) describes the categorization of programmers’ intentions involved in copy and paste

operations. Section 3.3 (Design view) describes the categorization of design decisions that

caused programmers to copy and paste in particular patterns. Section 3.4 (Maintenance

view) discusses maintenance tasks associated with copy and paste operations.

3.2 Intention View

The categorization of programmers’ intentions was constructed by inferring intentions asso-

ciated with common C&P patterns and by directly asking questions of the subjects. During

the interviews, the inferred intentions were confirmed or corrected.

One use of C&P is to relocate, regroup, or reorganize code from one place to another

according to the programmers’ mental model of the program’s structure. Programmers

3In the resulting diagram, there is no one-to-one mapping between C&P instances and post-it notes
because the notes that represent similar intentions, design decisions, or maintenance tasks were merged
during the affinity process.



57

F
ig

ur
e

3.
1:

A
ffi

ni
ty

di
ag

ra
m

re
pr

es
en

ti
ng

co
py

an
d

pa
st

e
pa

tt
er

ns
.

D
et

ai
ld

ia
gr

am
s

ap
pe

ar
in

A
pp

en
di

x
C

.



58

static{

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
protectedClasses.add("java.lang.Object");

protectedClasses.add("java.lang. ref.Reference$ReferenceHandler");

protectedClasses.add("java.lang. ref.Reference");

protected Methods.add("java.lang. Thread.getThreadGroup");

}

Figure 3.2: An example syntactic template

also use copy and paste to reorder code fragments. For example, a Boolean expression

(A ‖ B ‖ C) could be reordered as the equivalent expression (B ‖ C ‖ A) to improve per-

formance, or several if-blocks could be reordered so that negated if-statements return early.

Programmers also use copy and paste to restructure (or refactor) their code manually. The

most common copy and paste intention in our study was to use a copied code snippet as a

structural template for another code snippet. Programmers often copied the entire code snip-

pet and removed code that was irrelevant to the pasted context. The structural templates

can be either reusable syntactic elements of code snippets (syntactic templates) or reusable

programming logic (semantic templates). The usage of syntactic templates is explained

through the example in Figure 3.2. The statement protectedClasses.add("java.lang.Object")

was copied multiple times. The duplicates were modified after they were pasted. The

programmer intended to reuse protectedXXX.add("java.lang.YYY") as a template for other

statements in the static method initialization. The lack of functionality in today’s IDEs

and/or and limitations in language constructs also increase the need for copying syntactic

templates. For example, the absence of repetitive text editing support in an IDE or the

lack of the enum construct in Java 1.4 causes programmers to copy and paste a particu-

lar phrase frequently. In the following examples, copied text is represented as copied text

(
!!!!!
with

!!!!!!
wavy

!!!!!!!!!!!
underline), pasted text is represented as pasted text (italic), deleted text is

represented as deleted text (with strike-through), and cut text is represented as cut text

(with strike-through and underline). Modifications performed on top of pasted text are

represented as modified text (with solid underline).

The following four subsections categorize the use of semantic templates.
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!!!!!!!!!!!
DOMNodeList

!!!!!!!!!!!
*children

!!
=

!!!!!!!!!!!!!!!!!!!!!!
doc->getChildNodes();

!!!
int

!!!!!!!!!!!!
numChildren

!!!
=

!!!!!!!!!!!!!!!!!!!!!!!
children->getLength();

!!!
for

!!!!!
(int

!!!!!
i=0;

!!!!!!!!!!!!!!!!
i<numChildren;

!!!!!!
++i){

!!!!!!!
DOMNode

!!!!!!!!
*child

!!
=

!!!!!!!!!!!!!!!!!!!!!
(children->item(i));

!!
if

!!!!!!!!!!!!!!!!!!!!!!!
(child->getNodeType()

!!!
==

!!!!!!!!!!!!!!!!!!!!!!
DOMNode.ELEMENT NODE)

!
{

!!!!!!!!!!!
DOMElement

!!!!!!!!!
*element

!!
=

!!!!!!!!!!!!!!!!!!!!
(DOMElement*)child

Figure 3.3: Code fragment: traversing over element nodes in a DOM document in C++

Design Pattern In our study, we observed a case where a programmer copied the usage

of a Strategy design pattern [94]. The programmer used a concrete instantiation of the

Strategy pattern as a template, because it is easier than writing code from an abstract

description of that design pattern.

Usage of a Module (Class) Programmers often copy a code snippet to reuse the usage

protocol of a target module [261]. We observed many cases where a code snippet was copied

because it contains logic for accessing a frequently used data structure. Programmers are

often required to know the usage protocol for data structures that they intend to use. For

example, in order to traverse keys in a Hashtable, a programmer needs to get a reference for a

key set by invoking the keySet() method on the hashtable object and then obtain an iterator

for the key set. We observed a number of similar cases in our study. For example, the code

snippet in Figure 3.3 was copied because it contains code for traversing over Element nodes

in a DOM Document in C++.

Implementation of a Module Programmers often copy a code snippet that contains

a definition of particular behavior—the signature and some partial implementation. This

duplication can be removed by inheriting abstract classes or interfaces.
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!!!
for

!!!!!!!!!!
(Iterator

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
it=messages.iterator();it.hasNext();)

!!
{

!

!!!!!!!
Message

!!!!!!
curr=

!!!!!!!!!!!
(Message)

!!!!!!!!!!!
it.next();

!!!!!
IFile

!!!!!!!!!!!
markFile=

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
WorkspaceUtils.getFile(curr.getFirstLocation().getClassName());

...

!
}

for (Iterator it=messages.iterator();it.hasNext();) {

Message curr= (Message) it.next();

MessageLocation loc = curr.getLastLocation();

IFile markFile=

WorkspaceUtils.getFile( loc.getLocation().getClassName());

...

}

Figure 3.4: Copying a loop construct and modifying the inner logic

Control Structure Programmers frequently reuse complicated control structures (e.g.,

a nested if then else or a loop construct). When programmers intend to write code that

has the same control structure but different operations inside the control structure, they

tend to copy the code with the outer control structure and modify its inner logic. Figure

3.4 shows a for-loop that was modified after copy and paste.

3.3 Design View

Unlike the intention view where we analyzed code snippets involved in each C&P instance

in isolation, in the design view, we analyzed the code snippets in relation to other code

snippets in the system. We asked several questions to understand the architectural (or

design) context of copy and paste operations. Each subsection discusses why we chose each

question and describes the categorization of answers to the question.

3.3.1 Why is Text Copied and Pasted Repeatedly in Multiple Places?

The underlying premise of the Aspect Oriented Programming is that primary design deci-

sions that are already in a system sometimes do not allow the secondary design decisions
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!!
if

!!!!!!!!!!!!!!!!!!!!
(logAllOperations)

!!
{

!

!!!!
try{

!!!!!!!!!!!
PrintWriter

!!
w

!!
=

!!!!!!!!!!!!!
getOutput();

!!!!!!!!
w.write("$$$$$"

!!
);

...

!
}
!!!!!!
catch

!!!!!!!!!!!!!!
(IOException

!!!
e)

!!
{

!

!
}

Figure 3.5: Code fragment: logging concern

to be modularized when they are added to the system [158, 279]. The lack of modularity

leads programmers to insert similar code snippets across a code base—which we observed

in our study. For example, the logging concern in Figure 3.5 was copied four times within

one file, and many more times across the code base. Because it is difficult to generalize

the list of arguments for the factored logging function, refactoring this code snippet is often

less preferable than copying the code snippet. In addition, even if the programmer chooses

to refactor it, the dependencies between the logging module and the other modules would

remain entangled in Java unless an aspect-oriented language such as AspectJ [158] is used.

For the same reason, adding a feature sometimes requires making changes in scattered places

across a code base. In one project that we observed, a programmer added a feature to dis-

play a user-friendly type for internal objects instead of the internally used XML type for

the objects in his software. First, he wrote the body of getFriendlyTypeName() and duplicated

it in four different classes. When he realized that it was better to refactor the code into a

separate method, he copied the body of getFriendlyTypeName() and pasted it into the MiscOps

class. He then copied and pasted the invocation statement of MiscOps.getFriendlyTypeName()

four times to call the refactored method.

3.3.2 Why are Blocks of Text Copied Together?

When a code snippet is copied from A and pasted to B, related code snippets are also often

copied from A and pasted to B. Code snippets that are often copied together belong to the

same functionality or concern:
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Comments A comment is copied when its related code is copied.

Referenced fields/constants Programmers copy referenced fields and constants when

they copy a method that refers to them.

Caller method and Callee method Programmers copy a referenced method when they

copy a method or a class that invokes the method. Similarly, a caller method is copied when

its called method is copied. In our study, a programmer copied the contents of the sender.cpp

file to heartbeat.cpp in order to create a heartbeat thread that has similar behavior to the

sender thread. After he finished modifying heartbeat.cpp, he copied the invocation statement

of start sender() and pasted it as the invocation statement of start heartbeat() in the test

driver file. He also copied the invocation of shutdown sender() and pasted it as the invocation

of shutdown heartbeat().

Paired operations Programmers copy and paste paired operations together. For ex-

ample, when a programmer copies writeToFile(), he also copies openFile() and closeFile().

Likewise, when enterCriticalSection() is copied, leaveCriticalSection() is copied as well.

3.3.3 What is the Relationship between Copied and Pasted Text?

We raised this question to understand why programmers choose a code fragment as a tem-

plate.

Similar Operations but Different Data Sources This category is a special case of

semantic templates where the duplicated code snippets manipulate different data sources.

In our study, error messages were sent from one stage to the next stage by calling method

A. The same error messages are also sent to a user by invoking method B. A is copied and

used as a template for B, because A and B contain logic for reading the same header, only

differing in the targets to which they direct error messages.

In Figure 3.6, the updateFrom (Class c) method is used as a template for the updateFrom

(ClassReader cr). Both methods contain logic for populating the same data structure. While
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!!!!!!
public

!!!!!
void

!!!!!!!!!!!!
updateFrom

!!!!!!!!
(Class

!!
c

!!
)

!!!
{

!!!!!!
String

!!!!!!!
cType

!!
=

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Util.makeType(c.getName());

!!
if

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
(seenClasses.contains(cType))

!!
{

!!!!!!!!
return;

!
}

!!!!!!!!!!!!!!!!!!!!!!!!
seenClasses.add(cType);

!!
if

!!!!!!!!!!!!
(hierarchy

!!!
!=

!!!!!!
null)

!!
{

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
addToHierarchyViaReflection(c);

!
}

!!
if

!!!!!!!!!!
(methods

!!!
!=

!!!!!!
null)

!!
{

!!!!!!!!
Method[]

!!!
ms

!!
=

!!!!!!!!!!!!!!!!!!!!!!!!!
c.getDeclaredMethods();

!!!
for

!!!!!
(int

!!
i

!!
=

!!!
0;

!!
i

!!
<
!!!!!!!!!!!
ms.length;

!!!!!!
i++)

!!
{

!!!!!!
Method

!!
m

!!
=

!!!!!!!
ms[i];

!!!!!!!!!!!!!!!!!!!!!!!!!
methods.addMethod(cType,

!!!!!!!!!!!!
m.getName(),

!!!!!!!!!!!!!!!!!!!!!
Util.computeSignature

!!!!!!!!!!!!!!!!!!!!!!!!!
(m.getParameterTypes(),

!!!!!!!!!!!!!!!!!!!
m.getReturnType()),

!!!!!!!!!!!!!!!!!!
m.getModifiers());

...
!
}

public void updateFrom (ClassReader cr ){

String cType = CTDecoder.convertClassToType(c.getName());

if (seenClasses.contains(cType)) {

return;

}

seenClasses.add(cType);

if (hierarchy != null) {

CTUtils.addClassToHierarchy(hierarchy, cr);

}

if (methods != null) {

int count = cr.getMethodCount();

for (int i = 0; i < count; i++) {

Method m = ms[i];

methods.addMethod(cType,

cr.getMethodName(i),

cr.getMethodType(i),

cr.getMethodAccessFlags(i));

... }

Figure 3.6: Code fragments: updateFrom(Class c) and updateFrom (ClassReader cr)
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one method reads from a class object through Java reflection, the other reads from Java

byte code.

Semantically Parallel Concerns We define semantically parallel concerns as design

decisions that crosscut a system in a similar way. While aspects often refer to similar code

appearing in multiple places, semantically parallel concerns refer to a group of concerns that

bears similarity to another group of concerns. Semantically parallel concerns are related to

Griswold’s information transparency principle [111] in the sense that these concerns are often

encoded with the same signature, such as the use of particular variables, data structures,

language features or even similar comments.

We observed one project that involves extending a compiler to support processing XML

DOM objects. At the time of the observation, the compiler already had code related to

the serialize concern and the subject wanted to insert code related to the appendChildren

concern. Although these two concerns are independent, the appendChildren concern should

be inserted into the same places where the serialize concern appears. The programmer

identified all the code related to the serialize concern by searching the code base with the

keyword serialize. The programmer then copied the identified code snippets and modified

them as necessary for the appendChildren concern. When we asked the programmer about

why he programmed in such way, he answered that those concerns crosscut the same places

in the compiler architecture and it helped him to keep track of which part of the system

to extend. Griswold observed a similar case when C-Star was retargeted to Ada [111]; the

pipeline architecture of C-Star guided the programmer to identify all the code related to C

syntax specific support and convert it to Ada syntax specific support.

Paired Operations In Section 3.3.2, we mentioned paired operations that are copied

together frequently. In this section, we discuss paired operations as a special case of sharing

the usage of the same data structure.

For example, in Figure 3.7 the addMethod() method was used as a template for the

getClassMethod() method, because the addMethod() and the getClassMethod() access a hashmap

where each value of (key,value) pairs can be either a single object or an array list of multiple
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!!!!!!
public

!!!!!
void

!!!!!!!!!!!
addMethod

!!
{

!!
//

!!!!!!!!!!
retrieve

!!
a

!!!!
map

!!
if

!!!!!
(map

!!!!
==

!!!!!!
null)

!!
{

!!
//

!!!!!!!
create

!!
a

!!!!
map

!
}

!!
//

!!!!
get

!!!!
an

!!!!!!
entry

!!
o

!!
if

!!!
(o

!!!!
==

!!!!!!
null)

!!
{

!!
//

!!!!
add

!!!!!
that

!!!!!!!
method

!!!!!
into

!!
a
!!!!
map

!!!!!
and

!!!!!!!
return

!
}

!!
if

!!!
(o

!!!!!!!!!!!!
instanceof

!!!!!!!!!!!
ArrayList)

!!
{

!!
//

!!!!!
cast

!
}
!!!!!
else

!!
{

!!
//

!!!!!!!
create

!!!
an

!!!!!!
array

!!!!!
list

!!!!
and

!!!!
add

!!!!
it

!!!
to

!!
a

!!!!
map

!
}

!!
//

!!!!
add

!!!
a

!!!!!!!
method

!!!
to

!!!!
the

!!!!!!
array

!!!!!
list

public MethodInfo getClassMethod(

// retrieve map

if (map == null) {

// return null

}

// get an entry o

if (o == null) {

// return null

}

if (o instanceof ArrayList) {

// traverse each method "m" in the array list, and if matches, return "m"

} else {

// if signature matches, return that method

}

Figure 3.7: Code fragments: write/read logic
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objects. getClassMethod() contains read logic that pairs with write logic in addMethod().

Inheritance In several cases, a superclass was used as a template for subclasses and a

sibling class was used as a template for other sibling classes.

Conclusions Based on our analysis of C&P dependencies, we conclude that explicitly

maintaining C&P dependencies is worthwhile, because these dependencies reflect impor-

tant design decisions such as crosscutting concerns, feature extensions, paired operations,

semantically parallel concerns, and type dependencies (inheritance).

3.4 Maintenance View

We investigated maintenance tasks for duplicated code, because failing to perform such tasks

may create defects in software. Although this ethnographic study was not a longitudinal

study, we approached the maintenance problems associated with copy and paste by raising

questions such as (1) what does a programmer do immediately after C&P? and (2) how

does a programmer modify code duplicates created by C&P?

Short term We noticed that cautious programmers modify the portion of pasted code

that is specific to the current intended use immediately after they copy and paste. For

example, they modify the name of a variable to prevent identifier naming conflicts or remove

the portion of the pasted code that is not part of the structural template.

Long term Programmers refactor code after copying and pasting the same code multiple

times. For example, after one code snippet is copied and pasted multiple times, the code

snippet may be refactored as a separate method. Another example is that after frequently

defining an anonymous class and instantiating objects of the class on the fly, a programmer

may define an inner class and create a member variable that holds the object. By observing

how programmers handle code duplicates, we noted that programmers tend to apply con-

sistent changes to code from the same origin. In other words, after they create structural

clones, they modify the structural template embedded in the clones consistently when the
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template evolves. This observation is symmetric to the information transparency principle

[111] that code elements that change together must look similar.

3.5 Statistics

This section presents statistics about C&P operations in our study. With the instrumented

editor, we observed 460 C&P instances. We measured the number of C&P instances per

hour as a frequency measure because each session lasted about a few hours. The average

number of C&P instances per hour is 16 instances per hour and the median is 12 instances

per hour. Figure 3.9 shows how many C&P instances each subject performed per hour.

In order to understand how often C&P operations of different size occurred, we grouped

C&P instances into four different syntactic units and counted them (Figure 3.8). About

74% of C&P instances fall into the category of copying text less than a single line such as

a variable name, a type name or a method name. Copying in this category saves typing.

However, about 25% C&P instances involved copying and pasting a block or a method.

Copying in this category often creates structural clones and reflects design decisions in a

program. When we multiply this percentage (25%) by the average 16 instances per hour, it

means that a programmer produces four interesting C&P dependencies per hour on average.

Figure 3.10 shows how many lines of code are copied per instance.

3.6 Threats to Validity

The scope of our study was limited to object oriented programming languages (OOPL).

Thus, some results that involve OOPL-specific features may not apply to other programming

languages. For example, higher order functions in functional programming languages may

remove the need to copy a complicated control structure. Nevertheless, OOPLs are widely

used and our study results provide valuable insights for the design of software engineering

tools for OOPLs. Participants in our study were researchers at the IBM T.J. Watson

Research Center. They were expert programmers and were involved in small team research

projects. Our results may not be applicable to larger projects or novice programmers.

We conjecture that novice programmers may copy and paste more to learn programming

language syntax or employ less of their knowledge about C&P history when they maintain
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software.

For direct observation, the experimenter’s presence in the room may have affected the

participants’ coding behavior because they knew that we were analyzing the intention of

each C&P operation. Sometimes the participants did not copy and paste unless they thought

they had a valid reason and they seemed to have pressure to write code continuously, which

was unnatural for them. In addition, the accuracy of the direct observation may be lower

than the logger-based observation as manual logging was extremely difficult.

3.7 Key Insights

• Limitations of particular programming languages produce unavoidable duplicates in

a code base. For example, the lack of multiple inheritance in Java induces code

duplicates. During the interviews with the subjects, one subject told us that the

absence of enum construct in Java 1.4 caused him to copy the public static final String

phrase repetitively.

• Programmers use their memory of C&P history to determine when to restructure code.

They deliberately delay code restructuring until they C&P several times, because such

reuse helps them discover the right level of abstraction.

• C&P dependencies are worth maintaining explicitly because they reflect design deci-

sions such as aspects, semantically parallel concerns, and paired operations. Program-

mers often rely on their memory of C&P dependencies when they apply consistent

changes to duplicated code.

• Programmers often copy code to reuse structural templates. Thus, it is desirable

to learn structural code templates and to support reuse of the learned templates.

Additionally, identifying frequently used structural templates will provide input for

better programming language design.

These insights served as a basis for proposing software engineering tools that address

problems associated with common C&P patterns. The proposed tools are described in
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Section 4.7 together with clone maintenance tools that leverage clone genealogy information.

3.8 Conclusions from the Copy and Paste Study

Common wisdom dictates that good programmers do not use C&P operations because it

tends to produce maintenance problems. Our ethnographic study has shown that program-

mers nevertheless use C&P very frequently, producing up to four architecturally significant

C&P instances per hour. Rather than viewing this as a drawback, we instead take this

as an opportunity to identify and develop software engineering tool support for existing

practices. We discovered that C&P information is useful for program understanding and

that programmers actively make use of C&P history to decide when to restructure code.

We cataloged common C&P patterns and maintenance problems associated with them.
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Chapter 4

AN EMPIRICAL STUDY OF CODE CLONE GENEALOGIES

The previous chapter’s C&P study suggests that the practice of creating and managing

clones is not necessarily bad. To check whether code clones indeed pose challenges during

software evolution, we need to answer the following questions: “How often do code clones

require consistent updates during software evolution?” “How often do programmers create

clones by copying existing code?” “Can refactoring indeed improve software quality with

respect to clones?” and “How long do code clones stay in the system before they get removed

or refactored?”

While there have been a number of studies on clone evolution [6, 103, 187], these studies

measured only the changes in clone coverage (the ratio of code clones to the total size

of a program). This type of quantitative analysis does not answer the questions above.

For example, when clone coverage increased, it could be due to copying existing code or

introducing a group of completely new code fragments that are similar to one another.

When clone coverage decreased, it could be due to removing clones through refactoring or

updating clones inconsistently.

To study clone evolution structurally and semantically, we defined a formal model of

clone evolution that tracks individual clones and their changes over multiple program ver-

sions. The core of this model is a clone genealogy representation that describes how each

member in a group of clones has changed with respect to other members in the same group.

Then based on the model, we developed a tool that automatically extracts clone genealogies

from a sequence of program versions. Using this tool, we studied clone evolution in two Java

open source projects, carol and dnsjava. In particular, we analyzed (1) how often clones

were updated consistently, (2) how long they stayed in the system, and (3) to what extent

refactoring removed clones.

The rest of this chapter is organized as follows. Section 4.1 formally defines the model
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of clone evolution, which serves as the basis of the clone genealogy extractor described in

Section 4.2. Section 4.3 describes the study procedure, and Section 4.4 presents an analysis

of clone evolution patterns. Section 4.5 discusses the study limitations, and Section 4.7

proposes clone maintenance tools based on the clone genealogy study results as well as the

C&P study in Chapter 3.

4.1 Model of Clone Genealogy

A clone genealogy describes how groups of code clones change over a sequence of program

versions. In a clone’s genealogy, a group to which the clone belongs is traced to its origin

clone group in the previous version. The model associates related clone groups that have

originated from the same ancestor clone group, and represents how each element in a group

of clones has changed with respect to other elements in the same group.

The basic unit in our model is a Code Snippet, which has two attributes, Text and Loca-

tion. Text is an internal representation of code that a clone detector uses to compare code

snippets. For example, when using CCFinder [149], Text is a parametrized token sequence,

whereas when using CloneDr [26] Text is an isomorphic AST. A Location is an identifier for

matching code across versions. Every code snippet in a particular version of a program has

a unique location. To determine how much the text of a code snippet has changed across

versions, a TextSimilarity function measures the similarity between two texts t1 and t2 (0 ≤

TextSimilarity(t1, t2) ≤ 1). To trace a code snippet across versions, a LocationOverlapping

function measures how much two locations l1 and l2 overlap each other (0 ≤ LocationOver-

lapping(l1, l2) ≤ 1).

A Clone Group is a set of code snippets with identical Text. In other words, a Clone Group

refers to a group of code snippets that are considered equivalent by a clone detector. CG.text

is syntactic sugar for the text of any code snippet in a clone group CG. A Cloning Re-

lationship is defined between two clone groups CG1 and CG2 if and only if TextSimilar-

ity(CG1.text, CG2.text) ≥ simth, where simth is a constant between 0 and 1. An Evolution

Pattern is defined between an old clone group OG in the k − 1th version and a new clone

group NG in the kth version such that there exists a cloning relationship between NG and

OG.
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We initially defined five types of evolution patterns based on our insights from the C&P

study in Chapter 3. We defined the Add pattern to describe introduction of a new clone

by copying existing code in the old version; the Subtract pattern to describe clone removal

through refactoring or deleting code; the Consistent Change pattern to describe application

of similar edits to clones; the Inconsistent Change pattern to describe not updating some

clones while updating others; and the Same pattern to model no changes to a clone group.

In our model, different kinds of evolution patterns may overlap. For example, combina-

tion of the Consistent Change pattern and the Add pattern represents applying a similar

edit to clones and also copying one of the clones. To clarify the relationship among the five

evolution patterns above and to check whether they can describe all possible changes to a

clone group, we wrote our model in the Alloy modeling language [142]. The relationship

among evolution patterns is described in the Venn diagram in Figure 4.1. In our initial

attempt, we discovered an additional pattern, the Shift pattern, which is a somewhat un-

intuitive but necessary pattern to cover all possible changes to a clone group.1 The six

evolution patterns are described below in Alloy syntax and the entire model is available in

Appendix D.

• Same: all code snippets in NG did not change from OG.

TextSimilarity(NG.text,OG.text) = 1

all cn:CodeSnippet | some co:CodeSnippet | cn in NG ⇒ co in OG && LocationOverlapping(cn,co) = 1

all co:CodeSnippet | some cn:CodeSnippet | co in OG ⇒ cn in NG && LocationOverlapping(cn,co) = 1

• Add : at least one code snippet in NG is newly added. For example, programmers added a new code

snippet to NG by copying an old code snippet in OG.

TextSimilarity(NG.text,OG.text) ≥ simth

some cn:CodeSnippet | all co:CodeSnippet | co in OG ⇒ cn in NG && LocationOverlapping(cn,co) = 0

• Subtract : at least one code snippet in OG does not appear in NG. For example, programmers refac-

tored or removed a code clone.

1Checking the ALL EXHAUSTIVE assert statement in Appendix D without the Shift pattern generated a
counterexample.
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Figure 4.1: The relationship among evolution patterns

TextSimilarity(NG.text,OG.text) ≥ simth

some co:CodeSnippet | all cn:CodeSnippet | cn in NG ⇒ co in OG && LocationOverlapping(cn,co) = 0

• Consistent Change: all code snippets in OG have changed consistently; thus they belong to NG to-

gether. For example, programmers applied the same change consistently to all code clones in OG.

simth ≤TextSimilarity(NG.text,OG.text)< 1

all co:CodeSnippet | some cn:CodeSnippet | co in OG ⇒ cn in NG && LocationOverlapping(cn,co) > 0

• Inconsistent Change: at least one code snippet in OG changed inconsistently; thus it does not belong

to NG anymore. For example, a programmer forgot to change one code snippet in OG.

simth ≤TextSimilarity(NG.text,OG.text)< 1

some co:CodeSnippet | all cn:CodeSnippet | cn in NG ⇒ co in OG && LocationOverlapping(cn,co) = 0

• Shift: at least one code snippet in NG partially overlaps with at least one code snippet in OG.

TextSimilarity(NG.text,OG.text) = 1

some cn:CodeSnippet | some co:CodeSnippet | cn in NG && co in OG && (1 >LocationOverlapping(cn,co)

> 0)

A Clone Lineage is a directed acyclic graph that describes the evolution history of a sink

node (clone group). A clone group in the kth version is connected to a clone group in the
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k − 1th version by an evolution pattern. For example, Figure 4.2 shows a clone lineage

including the Add, Consistent Change, Inconsistent Change, and Subtract patterns. In the

figure, code snippets with the same text are filled with the same shade.

A Clone Genealogy is a set of clone lineages that have originated from the same clone

group. A clone genealogy is a connected component where every clone group is connected

by at least one evolution pattern.2 A clone genealogy approximates how programmers

create, propagate, and evolve code clones. Figure 4.3 shows an example clone genealogy

that comprises two clone lineages. Ovals in the figure represent clone groups. Appendix E

describes an example genealogy stored in an XML format.

4.2 Clone Genealogy Extractor

Based on the model in Section 4.1, we built a tool that automatically extracts clone genealo-

gies over a project’s lifetime. Our clone genealogy extractor (CGE) requires three inputs:

(1) multiple versions of a program in chronological order, {Vk | 1 ≤ k ≤ n}, (2) a clone

2A clone genealogy is a connected component in the sense that there exists an undirected path for every
pair of clone groups. Although a clone genealogy is often an inverted tree in practice, it is a connected
component in theory because the in-degree of a new clone group can be greater than one when it is
ambiguous to determine the most likely origin of a new clone group.
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detector, and (3) a location tracker that traces a code snippet’s location across versions.3

To assist a user of CGE to prepare multiple versions of a program, CGE automatically

extracts check-in level program snapshots from a source code repository (CVS).4 Because

CVS records individual file revisions but not which files were changed together, CGE uses

Kenyon’s [32] front-end to identify CVS check-in transactions and to check out the source

code that corresponds to each check-in. Depending on the granularity of evolution analysis, a

user can select a subset of versions. For example, a user can select all versions corresponding

to all check-ins or only the versions that increased (or decreased) the total number of lines

of code clones (LOCC).

CGE identifies clone groups in each version Vk using a clone detector. Currently we

use CCFinder [149] described in Section 2.4, but any clone detector can be used. Using a

clone detector, CGE implements the TextSimilarity function. CGE currently identifies the

common part between two texts t1 and t2 using CCFinder and calculates the common part’s

3A location tracker can be considered as a code matching technique (see Section 2.2).

4http://www.cvshome.org
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Table 4.1: Line number mappings generated using diff

A.txt B.txt diff’s Line mappings

meta data

1: a 1: a 1!→ 1

2: b 2: d 2c2 2!→ 2

3: c 3: c 3!→ 3

4: f 4: e 3a4,5 3!→ 4

5: e 3!→ 5

6: f 4!→ 6

relative proportion to the size of t1 and t2.

TextSimilarity(t1, t2) =
2|t1

⋂
t2|

|t1| + |t2| (4.1)

where |t| is the size of text t and t1
⋂

t2 is the common part of t1 and t2. Using a different

type of clone detector may require reimplementing the TextSimilarity function.

CGE uses a location tracker to implement the LocationOverlapping function, which com-

putes an overlapping score between a location Li in Vk−1 and a location Lj in Vk. Currently

we use a file and line based location tracker based on diff. The tracker first finds a cor-

responding file in the next (or previous) version using the same hierarchical name (e.g.,

/org/xbill/DNS/CertRecord.java). It runs diff on the mapped files, parses the meta informa-

tion in diff’s output, and creates line number mappings. For example, by comparing A.txt

with B.txt in Table 4.1, diff generates the meta information in the third column, which is

used to create line mappings in the fourth column. By converting the line numbers of Lj to

old line numbers in the same file f in Vk−1, the tracker computes the LocationOverlapping

score—a relative proportion of an overlapped region between Li and the calibrated region

Lj.

LocationOverlapping(Li, Lj) =
min(ne, oe) − max(ns, os)

ne − ns
(4.2)

where Li spans from the line os to the line oe, and the calibrated location of Lj in Vk−1

spans from the line ns to the line ne. Using a different type of location tracker or a code

matching technique may require reimplementing the LocationOverlapping function. Please



79

refer to Section 2.2.1 for other line matching techniques.

Using the same clone detector, CGE finds Cloning Relationships between the clone groups

in Vk−1 and the clone groups in Vk for 1 < k ≤ n. For each clone group in Vk, a clone

detector may find several cloning relationships to clone groups in Vk−1. CGE applies the

following heuristic to remove less interesting cloning relationships; For each clone group in

Vk, CGE selects both a cloning relationship with the best LocationOverlapping score and a

cloning relationship with the best TextSimilarity score. Usually, these are the same cloning

relationship.

After applying the heuristic, CGE separates each connected component of cloning rela-

tionships (i.e., a clone genealogy) and then labels evolution patterns in it. CGE visualizes a

genealogy graph using the Graphviz package [80] and allows a user to browse code relevant

to a selected genealogy.

4.3 Study Procedure

Our CGE captures various kinds of clone evolution patterns and thus allows us to explore

a wide variety of research questions about clone evolution. In this study, we focused on

the following questions: (1) how often do programmers update clones consistently? (2) how

long do clones live in the system? and (3) what are evolutionary characteristics of clones

that cannot be easily removed with refactoring techniques?

To determine these characteristics, we chose two subject programs with a significant evo-

lutionary history. We extracted clone genealogies from those programs and then computed

the age of the genealogies and the kinds of evolution patterns they include.

Because our C&P study in Chapter 3 primarily focused on Java programs, we focused

on subject programs written in Java. Carol and dnsjava met this condition and both had

a version history for over two years. In addition, their code size allowed us to manually

inspect genealogies if necessary. Carol is a library that allows clients to use different RMI

(remote method invocation) implementations and has evolved over 26 months from August

2002 to October 2004. Dnsjava is an implementation of DNS (domain name system) in
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Java that has evolved over 74 months from September 1998 to November 2004.5 Table 4.2

describes the programs’ size in lines of code (LOC), the period that we studied, and the

number of CVS check-ins during the period.6 We studied the history of dnsjava from March

1999 (the first release) because many directories were duplicated for file back up and they

were not cleaned up until the first release.

For our analysis, we focused on versions of the programs in which the LOCC (the total

number of Lines Of Code Clones) increased or decreased from the preceding version; this

identifies the set of program versions that added or deleted code clones or made changes

to code clones. For our target programs, this resulted in studying 37 versions out of 164

versions of carol and 224 versions out of 905 versions of dnsjava.

CCFinder can be tuned using a number of input parameters. We used the default

settings, most noticeably the minimum token length default of 30 tokens. Setting the

minimum at 30 tokens resulted in an average clone size of seven lines in carol and dnsjava.

With this setting, CCFinder found an average clone coverage ratio of 10.6% in carol and

10.5% in dnsjava.

We set the threshold simth of TextSimilarity function to be 0.3 because we empirically

found that 0.3 neither underestimates nor overestimates the size and the length of genealo-

gies. We discuss how simth affects our results in detail in Section 4.5.

CCFinder occasionally detects false positive clones that are similar in a token sequence,

although common sense says that they are not clones. We used our previously defined

concept of a syntactic template to identify which clones are false positives. The idea of a

syntactic template comes from our C&P study in Chapter 3. A syntactic template is a

template of repeated code in a series of syntactically similar code fragments. For example,

a set of field declarations often appear in a row in a class, a series of method invocation

statements appear together in a static initializer, or case statements appear in a row in

a switch-case block. We manually removed 13 out of 122 genealogies in carol and 15 out

of 140 genealogies in dnsjava because they consist of only syntactic templates (see Table

5This study was conducted in early 2005.

6A check-in in our analysis corresponds to a single logical CVS transaction that commits a set of revisions
together within a time window of 3 minutes [313].
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Table 4.2: Description of two Java subject programs for clone genealogy study

Program carol dnsjava

URL carol.objectweb.org www.dnsjava.org

LOC 7878 ∼ 23731 5756 ∼ 21188

duration 26 months 68 months

# of check-ins 164 905

4.4). Example false positive clones that consist of syntactic templates are shown in Table

4.3. Although there could be false negative clones that CCFinder cannot find, we do not

think that there are many because a previous comparison of clone detectors [44] suggests

that CCFinder has a much higher recall than CloneDr (AST-based) [26] or Covet (metric-

based) [202], although its precision is lower than the CloneDr.

4.4 Study Results

This section presents the evolution patterns of code clones in carol and dnsjava and answers

the questions raised in Section 4.3.

4.4.1 Consistently Changing Clones

To determine how often code clones change consistently with other clones in the same

clone group, we measured the number of genealogies with a consistent change pattern.

Throughout this chapter, we use a genealogy instead of a lineage as our measurement unit

for two reasons. (1) Lineages in the same genealogy stem from the same clone group, thus

inheriting the same evolution patterns. (2) A clone group’s location in one lineage may

overlap with that of other lineages in the same genealogy.

We say that a clone genealogy includes a consistent change pattern if and only if all

lineages in the clone genealogy include at least one consistent change pattern. Out of 109

genealogies in carol, 41 genealogies (38%) include a consistent change pattern. Out of 125

genealogies in dnsjava, 45 genealogies (36%) include a consistent change pattern. Fewer

than the half of the clones undergo consistent updates during evolution.
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Table 4.4: Clone genealogies in carol and dnsjava(mintoken =30, simth = 0.3)

# of genealogies carol dnsjava

total 122 140

false positive 13 15

true positive 109 125

4.4.2 Volatile Clones

To understand how long clones survive in the systems, we measured the age of a clone

genealogy—how many versions a genealogy spans. In our analysis, we classified genealogies

in two groups, dead genealogies that do not include clone groups of the final version and

alive genealogies that include clone groups of the final version. We differentiate a dead

genealogy from an alive genealogy because only dead genealogies provide information about

how long clones stayed in the system before they disappeared. On the other hand, for an

alive genealogy, we cannot tell how long its clones will survive because they are still evolving.

At the end point of our analysis, in carol, out of 109 clone genealogies, 53 of them are dead

and 56 of them are alive. In dnsjava, out of 125 clone genealogies, 107 of them are dead

and 18 of them are alive.

To reason about how long genealogies survived in terms of absolute time as well as in the

number of versions used in our analysis, we define k-volatile genealogies (clone genealogies

that disappeared within k versions) and measure the average lifetime of k-volatile genealo-

gies, i.e., k-volatile genealogies = {g|g is a dead genealogy and 0 ≤ g.age ≤ k}. Figure 4.4

shows the average lifetime of k-volatile genealogies in the number of check-ins (left axis)

and the number of days (right axis). Let f(k) be the number of genealogies with the age k

and fdead(k) be the number of dead genealogies with the age k. CDFdead(k) is a cumulative

distribution function of fdead(k) and it means the ratio of k-volatile genealogies among all

dead genealogies. Let Rvolatile(k) be the ratio of k-volatile genealogies among all genealogies

in the system.

CDFdead(k) =
∑k

i=0 fdead(i)∑n
i=0 fdead(i)

(4.3)



84

carol 

0 

5 

10 

15 

20 

25 

30 

35 

40 

0 5 10 15 20 25 30 35 

K (in Versions) 

Ch
ec

k-
in

s  

0 

20 

40 

60 

80 

100 

120 

D
ay

s Avg # Checkins 
Avg # Days 

dnsjava 

0 

20 

40 

60 

80 

100 

120 

140 

160 

0 30 60 90 120 150 180 210 

K (in Versions) 

Ch
ec

k-
in

s 

0 

50 

100 

150 

200 

250 

300 

350 

D
ay

s Avg # Checkins 
Avg # Days 

Figure 4.4: The average lifetime of k-volatile clone genealogies



85

carol, sim_th=0.3 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

1 

0 5 10 15 20 25 30 35 

K (Age in Versions) 

Ra
tio

 CDF dead 
R volatile 

dnsjava, sim_th=0.3 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

1 

0 30 60 90 120 150 180 210 

K (Age in Versions) 

Ra
tio

 

CDF dead 
R volatile 

Figure 4.5: CDFdead(k) and Rvolatile(k) of carol and dnsjava
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Rvolatile(k) =
∑k

i=0 fdead(i)∑n
i=0 f(i)

(4.4)

Figure 4.5 presents CDFdead(k) and Rvolatile(k) for carol and dnsjava. In carol, 37% of

all genealogies (75% of dead genealogies) disappeared within 5 versions, and 39% of all

genealogies (79% of dead genealogies) disappeared within 10 versions. When we interpret

these data in the number of check-ins or in the number of days by referring to Figure 4.4,

they mean that 37% of all genealogies lasted an average of 9.6 check-ins and 41.7 days and

39% lasted an average of 10.8 check-ins and 45.6 days during the evolution period of 164

check-ins and 800 days in carol.

In dnsjava, 31% of all genealogies (36% of dead genealogies) disappeared within 5 ver-

sions, and 41% of all genealogies (48% of dead genealogies) disappeared within 10 versions.

These data mean that 31% of all genealogies lasted an average of 1.48 check-ins and 1.48

days and 41% lasted an average of 7.35 check-ins and 11.05 days during the evolution period

of 905 check-ins and 2051 days in dnsjava. So in both systems, a large number of clones

were volatile. The large extent of volatile clones suggests that a substantial amount of the

work done by a developer applying a strategy of aggressive, immediate refactoring may not

be cost-effective.

To investigate why code clones disappear during evolution, we built a user interface

that allows tracking code of interest. The same location tracking technique in Section 4.2

was used to map corresponding source lines between consecutive versions. By comparing

clones at the time of disappearance (lineage death) and the corresponding source lines in the

next version, we categorized the reasons why clone lineages disappear into three categories:

Divergent Change means that the clones in the same clone group changed differently enough

that they were no longer considered as clones. Removal means that the clones were deleted

by merging the commonality between the clones (refactoring) or by removing the code that

contains them (e.g., removing files that included the clones ). Cut-off means that the length

of each clone in the clone group became shorter than 30 tokens so that they were not found

by CCFinder or the TextSimilarity between clone groups of consecutive versions is less than

the chosen simth threshold. Table 4.5 shows the percentage for each category.

We found that 26% (carol) to 34% (dnsjava) of clone lineages were discontinued because



87

Table 4.5: How do lineages disappear?

Reasons carol dnsjava

Divergent Change 26% 34%

Removal 67% 45%

Cut-off 7% 21%

of divergent changes in the clone group. Refactoring of such volatile clones may not be

necessary and can be counterproductive if a programmer sometimes has to undo refactoring.7

4.4.3 Locally Unfactorable Clones

We define that a clone group is locally refactorable if a programmer can remove duplication

with standard refactoring techniques, such as pull up a method, extract a method, remove

a method, replace conditional with polymorphism, etc. [92]. On the other hand, (1) if a

programmer cannot use standard refactoring techniques to remove clones, (2) if a program-

mer must deal with cascading non-local changes in the design to remove duplication (for

example, modifications to public interfaces), or (3) if a programmer cannot remove dupli-

cation due to programming language limitations, we consider the clone group as locally

unfactorable.8

Table 4.6 presents a code example of a locally unfactorable clone group found in carol.

In this example, exportObject and unexportObject are paired operations that have identical

control logic (if-else logic, iterator logic, and exception handling logic) but throw different

types of exceptions, pass different messages to the tracing module, and invoke different

methods. It is difficult to remove this duplication because Java 1.4 does not provide a unit

of abstraction that encapsulates similar logic involving different types or different method

invocations inside the logic. Although it is possible to remove this duplication by using

7This observation is consistent with the general notion that delaying some design decisions in software
development may at times add value [278].

8Chapter 3 describes a taxonomy of locally unfactorable clones that are often created by copy and paste
in Java. Basit et al. also summarize the characteristics of locally unfactorable clones that are difficult to
remove using abstractions in C++ [23].
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a generic type in Java 5.0, by transforming the code to use the strategy design pattern

(p. 315, [94]) and changing public interfaces, or by changing the external library’s APIs

(e.g., exportObject and unexportObject), these transformations either incur non-local changes

or require using language constructs that were not available in Java 1.4.9 This limitation

is not specific to Java only. There is no programming language that provides all possible

levels of abstraction.

A locally unfactorable genealogy means that a programmer cannot discontinue any of its

clone lineages by local refactoring. In other words, a clone genealogy is locally unfactorable

if and only if all of its clone lineages end with a clone group that is locally unfactorable.

In the two subject programs, we inspected all clone lineages to find those that are locally

unfactorable. 70 genealogies (64%) in carol and 61 genealogies (49%) in dnsjava are locally

unfactorable.

4.4.4 Long-Lived Clones

Programmers would get a good return on their refactoring investment if clones live for a

long time and if they tend to change with other clones. But our data show that even when

refactoring looks attractive, it may not be feasible given the significant number of clones

that are locally unfactorable.

Out of 37 genealogies that lasted more than half of carol ’s software history (18 versions

out of 37 versions), 29 of them include consistent change patterns, 24 of them comprise

locally unfactorable clones, and 19 of them include both consistent change patterns and

locally unfactorable clones. Out of 18 genealogies that lasted more than half of dnsjava’s

software history (112 versions out of 224 versions), 15 of them include consistent change

patterns, 13 of them comprise locally unfactorable clones, and 11 of them include both

consistent change patterns and locally unfactorable clones.

Figure 4.6 shows the cumulative fraction of (1) consistently changed genealogies, i.e.,∑k

i=0
fconsistent(i)∑k

i=0
f(i)

, (2) locally unfactorable genealogies, and (3) locally unfactorable genealo-

gies that include consistent change patterns. As k increases (meaning that as the genealogies

9Note that Java 5.0 became available in September 2004 and this code was written prior to that.
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get older), the more genealogies include a consistently changing pattern and comprise lo-

cally unfactorable clones. This result suggests that the current programming languages and

conventional refactoring techniques cannot improve many troublesome clones—those that

are long-lived and consistently changing.

4.5 Discussion

This section discusses how the text similarity threshold affects our analysis results and

describes limitations of our study.

4.5.1 Impact of Similarity Threshold

The text similarity threshold (simth) sets the bar for defining a cloning relationship. A low

simth can find a consistent change pattern between OG and NG while a high simth will

consider that OG’s lineage is discontinued. Simth affects the size and length (age) of clone

genealogies and the number of consistent change patterns.

Table 4.7 shows that, when 0.1 is used, CGE finds fewer genealogies with a larger size

and a longer length because it finds more cloning relationships and thus combines several

genealogies to one. When 0.5 is used, CGE finds more genealogies with a smaller size

and a shorter length because it divides a long clone genealogy into many short and small

genealogies. When simth is 0.1, the ratio of consistently changed genealogies is 2% higher

in dnsjava and 26% higher in carol than using 0.3. Figure 4.7 shows CDF (k) in carol and

dnsjava when simth is 0.1, 0.3, and 0.5. CDF (k) of 0.1 shows a coarse-grained distribution

because simth 0.1 reduces the total number of genealogies. Figure 4.7 shows that our choice

of simth 0.3 generates a finer-grained distribution than using 0.1 and estimates the number

of volatile genealogies more conservatively than using 0.5.

4.5.2 Study Limitations

Clone Detection Technique CGE incorrectly counts the number of consistent change

patterns in some cases because CCFinder detects only a contiguous token string as a clone.10

10Gemini, a clone analysis and visualization tool, identifies gapped clones (i.e., non-contiguous code clones)
by post-processing CCFinder’s output [283].
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Table 4.7: Average size and length of genealogies with varying simth

simth

0.1 0.3 0.5

# of genealogies carol 27 122 153

including false positives dnsjava 63 140 180

# of consistently carol 16 41 53

changed genealogies dnsjava 21 45 52

avg size carol 117.52 26.01 20.74

(in # of clone groups) dnsjava 233.73 105.17 81.81

avg age carol 25.19 12.57 12.56

(length) dnsjava 63.49 46.16 40.93
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Figure 4.7: Cumulative distribution function of dead genealogies with varying simth
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For example, when code is inserted in the middle of one clone in a clone group, the existing

clone group is broken into two new clone groups with shorter contiguous text, causing

identification of two consistent patterns rather than one inconsistent change pattern. As

another example, even if a programmer consistently modified OG to create NG, CCFinder

does not find a cloning relationship between OG and NG if they do not share a contiguous

token string greater than the size of simth(|OG.text| + |NG.text|)/2. The absence of a

cloning relationship can be mistakenly interpreted as a discontinuation of a lineage. This

limitation can be overcome by plugging in clone detectors that find non-contiguous code

clones, such as CP-Miner [187], PDG-based detectors [176, 173], and metric-based detectors

[148, 202, 212]. We speculate that using these clone detectors will not change our key findings

as other follow-up studies that use different clone detectors support the same key findings

(see Section 4.6).

Location Tracking Technique We implemented a file and line based location tracker

based on the diff algorithm; thus our location tracking algorithm is limited in two ways.

First, it depends on diff to resolve ambiguity in finding a corresponding line. For example,

when a file A contains abc in the k − 1th version and contains cba in the kth version, diff

considers that ab is deleted before c and ba is inserted after c, even if a programmer replaced

a to c and c to a. Second, our algorithm considers that two files are related only when their

hierarchical file names match. For example, when a file A is renamed to B or A is split into

two files B1 and B2, the evolution patterns between A and B or A and B1(B2) would be

identified as the Add and Subtract patterns. We speculate that code matching techniques

and refactoring reconstruction techniques in Section 2.2 can improve our location tracker

by inferring how classes were renamed, split, or merged.

Subject Programs Our two subject programs both comprise about 20,000 lines of code.

The clone coverage ratio of these programs was smaller than many programs reported in the

literature. We speculate that carol and dnsjava may have fewer locally unfactorable and

consistently changing clones than larger programs whose duplication is difficult to remove

without compromising many existing design decisions. Both carol and dnsjava have been
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maintained by a small number of people: two developers for dnsjava and six developers for

carol. The small team size may have affected our study results.

The granularity of our analysis was a check-in that changed the total number of lines

of code clones (LOCC); thus, we did not observe the changes between each check-in, or the

changes that did not result in ∆LOCC &= 0 even if the clones’ text changed. Our study also

does not model clones that do not live long enough to make it to the revision history. Based

on our experience of observing programmers copy and paste, we suspect that programmers

create more clones temporarily before finding an appropriate level of an abstraction.

Our definition of locally unfactorable clones is Java language dependent; thus our claims

about the locally unfactorable clones may not apply to other languages. We speculate that,

in other programming languages, different types of locally unfactorable clones would be

found.

4.6 Comparison with Clone Evolution Analyses

This section describes several clone evolution analysis techniques—many of which were

developed after our study in 2005—and compares them with ours.

Evolution of code clones was studied for the first time by Laguë et al. [180]. They

studied clones in six versions of a large telecommunication software system and found that

a significant number of clones were removed but the overall number of clones increased

over time in the system. Their approach traces code clones in consecutive versions using a

metric-based clone detector and classifies clones into four categories: new clones, modified

clones, never modified clones, and deleted clones. However, their analysis does not address

how elements in a group of code clones change with respect to other elements in the group.

Geiger et al. [95] studied the relation of code clones and change couplings (files which are

committed at the same time by the same author with the same modification description) in

the Mozilla project. Our study explains why Geiger et al. did not find a strong correlation

between clones and change coupling: the amount of consistently changing clones is lower

than may have been believed. Similarly, Lozano et al. [194] examined the relation between

code clones and change coupling at a finer granularity (method-level) in dnsjava.

Aversano et al. [11] slightly refined our clone evolution model by further categoriz-
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ing the Inconsistent Change pattern into the Independent Evolution pattern and the Late

Propagation pattern. Independent evolution means that programmers intentionally applied

inconsistent updates to clones to implement different pieces of functionality. Late propaga-

tion means that programmers must have accidentally applied inconsistent updates to clones

because programmers later propagated the same change to them. They used the SimScan

clone detector11 and analyzed clone evolution in dnsjava and ArgoUML. In their study, only

45% of clone groups underwent consistent changes, 32% underwent independent evolution,

and 18% underwent late propagation. Through manual analysis, they found that, if the

clones contain bugs, developers always consistently update clones.

Krinke [177] also extended our clone genealogy analysis and independently studied clone

evolution patterns in five open source projects (ArgoUML, carol, jdt.core, Emacs, and

FilZilla). Krinke came to similar conclusions. Only roughly 45% to 55% of the clones

change consistently and many clones disappear in a short amount of time due to divergent

changes. Furthermore, it is rare for inconsistently changed clone groups to become consis-

tently changed clones later by applying missed changes, contradicting Aversano et al.’s Late

Propagation result.

Balint et al. [18] developed a visualization tool that shows the evolution of code clones.

Their Clone Evolution View visualizes code clones at a line granularity and also shows four

types of additional information: (1) who created and modified code clones, (2) the time of

the modifications, (3) the location of clones in the system, and (4) the size of code clones.

Balint et al. applied this tool to three open source projects (Ant, ArgoUML and Ptolemy2)

and discovered several common cloning patterns such as Inconsistent Line Cloning Fixed by

the Same Author. Though their visualization explicitly represents clone evolution, it differs

by focusing on meta information instead of code change.

To the best of our knowledge, our clone genealogy extractor is the first tool that system-

atically analyzes clone evolution patterns by monitoring how a clone group evolves. Our

study is one of the first to report that code cloning is not necessarily harmful and refactor-

ing is not always the best solution for clones. Many researchers [11, 74, 95, 102, 152, 194]

11http://www.blue-edge.bg/simscan
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independently reproduced similar results from different subject programs.

4.7 Proposed Tools

Our clone genealogy study results indicate that the problems of code clones are not so black

and white as previous research has assumed and that refactoring would not help several

types of clones. Based on our clone studies (Chapter 3 and Chapter 4), we propose new

clone maintenance approaches. For each tool, we describe what it does, what kinds of

potential benefit it provides, and the mechanism through which it can be implemented.

Cloning Dependency Tracking We propose a tool that maintains and visualizes cloning

dependencies. This tool can help programmers locate related code clones. Suppose that a

programmer copied example code and then modified a small part of it. When the example

code requires some adaptive changes—e.g., a library used in the example is updated to a

new version—all instances of the copied code must be located. The programmer may need

to consult the original author to figure out how to adapt the copied code appropriately, if

he does not fully understand the logic of the copied code.

We found a concrete example from the Mozilla project. One bug required a programmer

to fix bugs that had been propagated to 12 different places by copy and paste. This bug was

created by invoking the appendFrames method instead of insertFrames method. (See Figure

4.8.) The code snippet was copied twice within the same method and the method itself

was copied three times. Ultimately, 12 structural clones containing that faulty code snippet

were produced. The programmer who fixed the bug had to lexically search the code base

for comments starting with XXX in order to apply the appropriate modifications consistently.

Lexical search will fail if XXX did not exist in the copied comment, or if the structural

template evolved very differently.

This cloning dependency tracker can be implemented either by capturing copy and paste

operations in IDEs or using the Add pattern in the extracted clone genealogy.

Structural Template Inference We propose a tool that learns a structural template

from the frequently copied code and assists programmers in reusing the template in a safe
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// XXX We can't just assume these  // XXX We can't just assume these  
frames are being appended, we  frames are being appended, we  
need to determine where in the list  need to determine where in the list  
they should be inserted... they should be inserted... 
If ( If ( state.m$$$$Items.childList state.m$$$$Items.childList ) { ) { 

state.m$$$$.containingBlock state.m$$$$.containingBlock 
- - > > AppendFrames AppendFrames (…) (…) 
} } 
…. …. 

nsCSSFrameConstructor 

ContentAppend 

ContentInserted 

DoDeletingFrameSubTree 

CantRenderReplace 

Figure 4.8: Mozilla bug id: 217604

manner. This tool can save repetitive edits by providing advanced block completion or by

removing the code that is irrelevant to the pasted context. This tool can be implemented

by monitoring subsequent edits on copied code in an IDE or by extracting the common

internal representation of clones. Duala-Ekoko and Robillard’s Clone Tracker [74] extracts

a AST-based structural template descriptor by comparing clones found by the SimScan

clone detector.12

Cloning Related Bug Detection and Prevention When a programmer fails to change

clones consistently, this missed update could lead to a bug. We propose a tool that detects

and prevents cloning related bugs by identifying a missed update. This tool can be imple-

mented by detecting the Consistent Change pattern followed by the Inconsistent Change

pattern in a clone genealogy as consistently changed clones are likely to change similarly in

the future.

There are several motivating examples for such a tool. Li et al. reported that errors in

Linux were created when a programmer copied code but failed to rename identifiers correctly

in the pasted code [187]. Ying et al., also reported a cloning related bug in Mozilla [308].

A web browser using the gtk UI toolkit and the version using the xlib UI toolkit were code

12http://blue-edge.bg/download.html
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clones. When a developer changed the version using gtk but did not update the version

using xlib, this inconsistent update led to a serious defect, “huge font crashes X Windows.”

Refactoring Recommendation Although many modern IDEs provide automatic refac-

toring features, they do not suggest what to refactor or when to refactor code. We believe

that clones are good candidates for refactoring and there’s a right time to refactor them.

If programmers refactor clones too early, they may have to undo the refactoring when the

clones diverge. On the other hand, if programmers wait too long before they restructure

code, they would get only marginal benefit on their investment. This proposed refactoring

recommender can leverage clone genealogy information—the age of clones and the frequency

of consistent changes—to suggest which code and when to refactor.

Simultaneous Text Editing Recommendation Simultaneous text editing is proposed

and prototyped by Miller and Myers to automate repetitive text editing [215]. After describ-

ing a set of regions to edit, a user can edit any one record and see equivalent edits applied

simultaneously to all other records. A similar editing technique, called linked editing, applies

the same editing change to a set of code clones specified by a user [281]. These editing tech-

niques require a user to manually specify what must be simultaneously edited. We propose

a tool that recommends clones suitable for simultaneous text editing by monitoring the fre-

quency of the Consistent Change pattern and by assessing the cost of the refactoring. This

tool can effectively maintain many long-lived, consistently changing, locally unfactorable

clones.

4.8 Conclusions from the Clone Genealogy Study

Our clone genealogy study found that refactoring may not always improve software with

respect to clones for two reasons. First, many code clones exist in the system for only a

short time; extensive refactoring of such short-lived clones may not be worthwhile if they

are likely to diverge from one another very soon. Second, many clones, especially long-

lived clones that have changed consistently with other elements in the same group, are

not easily refactorable due to programming language limitations. These insights show that
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refactoring will not help in dealing with some types of clones and open up opportunities for

complementary clone maintenance tools that target these other classes of clones. In addition,

our analysis of consistent clone updates helped us build insights into systematic changes.

This motivated our rule-based change inference approach that leverages the systematicness

of code-level changes.
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Chapter 5

INFERRING CHANGES TO API NAME AND SIGNATURE

In many situations, programmers need to comprehend differences between two program

versions: They often review code changes done by other developers. They also inspect their

own code changes when writing documentation or check-in comments. In these situations,

programmers may ask the following questions about code changes: “What changed between

the two program versions?” “Is anything missing in that change?” and “Why was this set

of files changed together?” Our goal is to help programmers answer these kinds of questions

by building a tool that extracts high-level change descriptions. Achieving this goal is also

important for enabling various kinds of mining software repository research that analyzes

program history by matching corresponding code elements across versions.

Based on the insight that high-level changes are often systematic at a code level, our

approach uses rule-based representations to concisely describe systematic changes and to

note exceptions to systematic change patterns. This chapter in particular describes how

we instantiated this rule-based change inference approach at a method-header level (API-

level). Our API-change rule concisely describes systematic API changes, and our algorithm

automatically infers such rules from two program versions.

Section 5.1 describes the representation of API change-rules. Section 5.2 describes the

API change-rule inference algorithm. Section 5.3 presents the results on five open source

projects and compares our approach to three other approaches.

5.1 Definition of API Change-Rule

As our survey in Section 2.2 shows, many existing techniques take two program versions as

input and automatically infer changes from one version to the other. These techniques usu-

ally match code at a fixed granularity and represent the inferred changes as an unstructured,

often lengthy, list of code matches. Although this unstructured representation is adequate
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for conventional uses (e.g., transferring code coverage information in profile propagation

tools), it is not effective in helping programmers reason about software changes at a high

level. Programmers are usually left with the burden of reading all code matches one by one

and discovering emerging patterns from them.

Consider an example where a programmer reorganizes a chart drawing program by the

type of a rendered object, moving axis-drawing classes from the package chart to the package

chart.axis. To add tool-tip on/off information, she appends a boolean parameter to a set of

chart-creation interfaces. A method-level matching tool [167, 316] would report a long list

of matches by individually enumerating each moved method and each modified interface.

One may have to examine hundreds or thousands of matches before discovering that a few

simple transformations took place. Moreover, if the programmer neglected to move one axis

drawing class, this error would be hard to detect.

It is important to note that both changes consist of applying a similar transformation

to a set of related code elements. One change moves a group of classes that match the *Axis

pattern from package chart to package chart.axis. The other adds a boolean parameter to a

group of methods that match the create*Chart pattern.

Our change vocabulary represents a group of similar transformations explicitly in a rule-

based representation. This chapter discusses a change-rule representation at the level of a

method-header (i.e., API level). Given two program versions (P1, P2), our goal is to find

a set of API change-rules, in turn generating a set of method-header level matches. Each

change-rule maps a subset of method-headers in P1 to a subset of method-headers in P2.

API change-rules model a program only at the level of method-headers and do not

model changes within method bodies, control logic, temporal logic, etc. Hence, applying

the inferred change-rules to an old program version does not reconstruct a new version.

Transformation. Our API change-rules support transformations at the level of a method-

header. A method-header is defined as a tuple, (package:String, class:String, procedure:String,

input argument list:List[String], return type:String). In pseudo code descriptions, a method

header is represented as (pack, cls, pr, sig, ret). For presentation purposes, a Java method-
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header is represented as return type package.class.procedure(input argument list).1 Each transforma-

tion is a tuple modifying operation.

• packageReplace(x:Method, f :String, t:String):

change x’s package name from f to t:

if(x.pack==f) x.pack:= t;

• classReplace(x:Method, f :String, t:String):

change x’s class name from f to t:

if(x.cls==f) x.cls:= t;

• procedureReplace(x:Method, f :String, t:String):

change x’s procedure name from f to t:

if(x.pr==f) x.pr:= t;

• returnReplace(x:Method, f :String, t:String):

change x’s return type from f to t:

if(x.ret==f) x.ret:= t;

• inputSignatureReplace(x:Method,f :List[String], t:List[String]):

change x’s input argument list from f to t:2

if(x.sig.equals(f)) x.sig:= t;

• argReplace(x:Method, f :String, t:String):

change argument type f to t in x’s input argument list:

for (0<=index<x.sig.size()) {if (x.sig.get(index)==f) x.sig.set(index,t)}

• argAppend(x:Method, t:List[String]):

append all of the argument types in t to the end of x’s input argument list:

x.sig.addAll(t)

1The return type is sometimes omitted for presentation purposes.

2inputSignatureReplace subsumes argReplace, argAppend, and argDelete.
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• argDelete(x:Method, t:String):

delete every occurrence of type t in the x’s input argument list:

x.sig.removeAll(new List[t])

• typeReplace(x:Method, f :String, t:String):

change every occurrence of type f to t in x:

if (x.cls==f) x.cls:= t;

if (x.cls==x.pr && x.cls==f) x.pr:= t; /* constructor methods */

if (x.ret==f) x.ret:= t;

for (0<=index<x.sig.size()) {if (x.sig.get(index)==f) x.sig.set(index,t)}

Rule. A change-rule consists of a scope, exceptions and a transformation.

• for all x:method-header in (scope)

except (exceptions)

transformation(x)

The only method-headers transformed are those in the scope but not in the exceptions.

When a group of method-headers have similar names, we summarize these method-headers

as a scope expression using a wild-card pattern matching operator. For example, *.*Plot.get*Range()

describes methods with any package name, any class name that ends with Plot, any pro-

cedure name that starts with get and ends with Range, and an empty argument list.3 This

use of a wild card pattern is based on the observation that programmers tend to name code

elements similarly when they belong to the same concern [111].

For example, the following rule means that all methods that match the chart.*Plot.get*Range()

pattern take an additional ValueAxis argument.

• for all x:method-header in chart.*Plot.get*Range()

argAppend(x, [ValueAxis])

[ Interpretation: All methods with a name “chart.*Plot.get*Range()” appended an input argument with the

3Wild-card pattern matching is implemented using java.util.regex.Pattern in Java 1.4. A Java method
header m matches a scope expression s if Pattern.compile(s).matcher(m.toString()) returns true.
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ValueAxis type. ]

Rules explicitly note exceptions that violate systematic change patterns. For the preced-

ing example, the following rule describes that the getVerticalRange method did not change

its input signature similarly as other methods.

• for all x:method-header in chart.*Plot.get*Range()

except {chart.MarkerPlot.getVerticalRange}

argAppend(x, [ValueAxis])

[ Interpretation: All methods with a name “chart.*Plot.get*Range()” added an input argument with the

ValueAxis type except the chart.MarkerPlot.getVerticalRange method. ]

In addition, to discover emerging transformation patterns, a scope can have disjunctive

scope expressions. The following rule means that all methods whose class name includes

Plot or JThermometer changed their package name from chart to chart.plot.

• for all x:method-header in chart.*Plot*.*(*)

or chart.*JThermometer*.*(*)

packageReplace(x, chart, chart.plot)

[ Interpretation: All methods with a name “chart.*Plot*.*(*)” or “chart.*JThermometer*.*(*)” moved from

the chart package to the chart.plot package. ]

Rule-based Matching. We define a matching between two versions of a program by

a set of change-rules. The methods that are not matched by any rules are either deleted

or added methods.4 For example, the five rules in Table 5.2 explain seven matches. The

unmatched method O2 is considered deleted. The scope of one rule may overlap with

the scope of another rule as some methods undergo more than one transformation. Our

algorithm ensures that we infer a set of rules such that the application order of rules does

not matter.

5.2 Inference Algorithm

Our algorithm accepts two versions of a program and infers a set of API change-rules. Our

algorithm has four parts: (1) generating seed matches, (2) generating candidate rules based

4Method headers that are identical in both versions are excluded from a rule-based matching.
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on the seeds, (3) iteratively selecting the best rule among the candidate rules, and (4)

post-processing the selected candidate rules to output a set of API change-rules. We first

describe a näıve version of our algorithm, followed by a description of essential performance

improvements for the second and third parts of the algorithm. Finally, we summarize key

characteristics of our algorithm.

Part 2 is a bottom-up approach in the sense that hypotheses about high-level changes

are generated from seeds. Part 3 is a top-down approach in the sense that rules with a large

number of matches are found before finding rules with fewer number of matches.

Part 1. Generating Seed Matches. We start by searching for method headers that

are similar on a textual level, which we call seed matches. Seed matches provide initial

hypotheses about the kind of changes that occurred. Given the two program versions (P1,

P2), we extract a set of method headers O and N from P1 and P2 respectively. Then, for

each method header x in O −N , we find the closest method header y in N −O in terms of

the token-level name similarity, which is calculated by dividing x and y into a list of tokens

starting with capital letters and then computing the longest common subsequence at a token

level [139]. Our seed match generation algorithm is summarized in Algorithm 1. If the name

similarity is over a threshold γ, the pair is added to the initial set of seed matches. In our

study, we found that thresholds in the range of 0.65-0.70 (meaning 65% to 70% of tokens

are the same) gave good empirical results. The seeds need not all be correct matches, as

our rule selection algorithm (Part 3) rejects bad seeds and leverages good seeds. Seeds can

instead come from other sources such as check-in comments, recorded refactorings, or other

matching tools’ results. Many algorithms match code elements based on string similarity

using n-gram or bi-gram matching of source code [90, 302]. We speculate that, compared to

these, our LCS-based algorithm is more sensitive to reordering of tokens but more effective

for code written in the CamelCase naming convention.5

5CamelCase naming is the practice of writing compound words or phrases in which words are joined
without spaces and are capitalized within the compound.
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Algorithm 1: Seed Generation
Input:

P1 /* an old program version */

P2 /* a new program version */

γ /* a seed similarity threshold */

Output:

S ={(d,c) | d ∈ D, c ∈ C where tokenSim (d,c) > γ} /* a set of seed matches */

/* A Java method-header is defined as a tuple of (pack, cls, pr, sig, ret) where pack

is a package name, cls is a class name, pr is a procedure name, sig is a

list of input argument types (i.e., [arg1, arg2, . . .]), and ret is a return

type. */

O:= extractMethodHeaders(P1);

N:= extractMethodHeaders(P2);

D := O − N /* domain */

C := N − O/* codomain */

S := ∅ ;

foreach d in D do
bestMatch:= null;

bestSimToken:= 0;

foreach c in C do
simToken:= tokenSim (d, c);

if (simToken > γ) ∧ (simToken > bestSimToken) then
bestSimToken:= simToken;

bestMatch:= c;
end

end

S := S ∪ {(d, bestMatch)};
end
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Part 2. Generating Candidate Rules. For each seed match [x, y], we build a set of

candidate rules in three steps. A candidate rule may include one or more transformations

t1, . . . ti such that y = t1(...ti(x)), unlike a change-rule, where for every match [x, y], y is

the result of applying a single transformation to x.

We write candidate rules as “for all x:method-header in scope, t1(x)∧...∧ti(x).” This representa-

tion allows our algorithm to find a match [x, y] where x undergoes multiple transformations

to become y.

Step 1. We compare x and y to find a set of transformations T= {t1, t2, . . ., ti} such that

t1(t2(. . . ti(x)))= y. We then create T ’s power set 2T . For example, a seed [chart.VerticalAxis.height(),

chart.plot.VerticalAxis.getHeight()] produces the power set of packageReplace(x, chart, chart.plot)

and procedureReplace(x, height, getHeight). The pseudo code of function extractTransformations(seed)

and function extractSignatureTransformations(lsig,rsig) is detailed in pages 110 and 111.

Step 2. We conjecture scope expressions from a seed match [x, y]. We divide x’s full name

to a list of tokens starting with capital letters. For each subset, we replace every token in

the subset with a wild-card operator to create a candidate scope expression. As a result,

when x consists of n tokens, we generate a set of 2n scope expressions based on x. For

the preceding example seed, our algorithm finds S ={*.*.*(*), chart.*.*(*), chart.Vertical*.*(*),

. . ., *.*Axis.height(), . . ., chart.VerticalAxis.height()}.

Step 3. We generate a candidate rule with scope expression s and compound transformation

t for each (s, t) in S × 2T . We refer to the resulting set of candidate rules as CR. Each

element of CR is a generalization of a seed match.

Part 3. Evaluating and Selecting Rules. Our goal is to select a small subset of

candidate rules in CR that explain a large number of matches. While selecting a set of

candidate rules, we enforce candidate rules to have a limited number of exceptions.

The inputs are a set of candidate rules (CR), a domain (D = O − N), a codomain

(C = N), and an exception threshold (0 ≤ ε < 1). The outputs are a set of selected

candidate rules (R), and a set of found matches (M). For a candidate rule r, “for all x in

scope, t1(x)∧...∧ti(x)”:

1. r has a match [a, b] if a ∈ scope, t1, ..., ti are applicable to a, and t1(...ti(a)) = b.
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Function extractTransformations(seed)
l:= seed.left;

r:= seed.right;

T := ∅ ; /* a set of transformations t1, t2, ...ti such that t1(...(ti(l))) = r.

*/

if l.pack &= r.pack then
T := T ∪ packageReplace(x, l.pack, r.pack)

end

if l.cls &= r.cls then

if l.cls is an inner class name then
T := T ∪ classReplace(x, l.cls, r.cls);

else
T := T ∪ typeReplace(x, l.cls, r.cls);

end

end

if (l.pr &= r.pr) ∧ (l.pr is not a constructor) then
T := T ∪ procedureReplace(x, l.pr, r.pr);

end

if l.ret &= r.ret then
T := T ∪ returnReplace(x, l.ret, r.ret);

end

if l.sig &= r.sig then
T := T ∪ extractInputSignatureTransformation (l.sig, r.sig);

end

2T := createPowerSet (T);

return 2T ;
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Function extractInputSignatureTransformation(lsig, rsig)
Transforamtion sigt := null;

if lsig.size() = rsig.size() then
n :=0;

for 0≤i<lsig.size() do

if lsig.get(i)&= rsig.get(i) then
sigt := argReplace(x, lsig.get(i), rsig.get(i);

n:= n+1;
end

end

if n &= 1 then

/* Allow an argReplace transformation only if applying a single

argReplace transformation to lsig generates rsig. */

sigt := null;
end

end

else if (lsig.size() < rsig.size()) ∧ lsig.subList(0, lsig.size()).equals(rsig.subList(0, lsig.size())

then

/* Allow an argAppend transformation only if lsig is a prefix of rsig */

appendOperand := rsig.subList(lsig.size()+1, rsig.size());

sigt := argAppend(x, appendOperand)

end

else if (rsig.convertListToSet() ⊂ lsig.convertListToSet()) ∧ (|rsig.convertListToSet() −

lsig.convertListToSet()| = 1) then

/* Allow an argDelete transformation only if {rsig} is a subset of {lsig}

and |{rsig}−{lsig}|=1. */

sigt := argDelete(x, rsig.convertListToSet() − lsig.convertListToSet);

end

if sigt == null then
sigt := inputSignatureReplace(x, lsig, rsig);

end

return sigt;
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2. a match [a, b] conflicts with a match [a′, b′] if a = a′ and b &= b′

3. r has a positive match [a, b] given D, C, and M , if [a, b] is a match for r, [a, b] ∈

{D × C}, and none of the matches in M conflict with [a, b]

4. r has a negative match (an exception) [a, b], if it is a match for r but not a positive

match for r.

5. r is a valid rule if the number of its positive matches is at least (1−ε) times the number

of its matches. For example, when ε is 0.34 (our default), r’s negative matches must

be fewer than roughly one third of its matches.

Our algorithm greedily selects one candidate rule at each iteration such that the selected

rule maximally increases the total number of matches. Initially we set both R and M to

the empty set. In each iteration, for every candidate rule r ∈ CR, we compute r’s matches

and check whether r is valid. Then, we select a valid candidate rule s that maximizes

|M ∪ P | where P is s’s positive matches. After selecting s, we update CR := CR − {s},

M := M ∪ P , and R := R ∪ {(s, P,E)} where P and E are s’s positive and negative

matches respectively, and we continue to the next iteration. The iteration terminates when

no remaining candidate rules can explain any additional matches. The näıve version of this

greedy algorithm has O(|CR|2 × |D|) time complexity.

Part 4. Post Processing. To convert a set of candidate rules to a set of change-rules,

for each transformation t, we find all candidate rules that contain t and then create a new

scope expression by combining these rules’ scope expressions. Then we find exceptions to

this new rule by enumerating negative matches of the candidate rules and checking if the

transformation t does not hold for each match.

Optimized Algorithm. Two observations allow us to improve the näıve algorithm’s

performance. First, if a candidate rule r can add n additional matches to M at the ith

iteration, r cannot add more than n matches on any later iteration. By storing n, we can

skip evaluating r on any iteration where we have already found a better rule s that can add
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more matches than r. Second, candidate rules have a subsumption structure because the

scopes can be subsets of other scopes (e.g., *.*.*(*Axis) ⊂ *.*.*(*)).

The pseudo code of our optimized algorithm is described in Algorithm 4 and function

selectTheBestRule on pages 114–115.

Our optimized algorithm behaves as follows. Suppose that the algorithm is at the ith

iteration, and after examining k − 1 candidate rules in this iteration, it has found the best

valid candidate rule s that can add N additional matches. For the kth candidate rule rk,

(1) If rk could add fewer than N additional matches up to i-1st iteration, skip evaluating

rk as well as candidate rules with the same set of transformations but a smaller scope, as

our algorithm does not prefer rk over s.

(2) Otherwise, reevaluate rk.

(2.1) If rk cannot add any additional matches to M , remove rk from CR.

(2.2) If rk can add fewer than N additional matches regardless of its validity, skip

evaluating candidate rules with the same set of transformations but a smaller scope.

(2.3) If rk is not valid but can add more than N additional matches to M , evaluate

candidate rules with smaller scope and the same set of transformations.

(3) Update s and N as needed and go to step (1) to consider the next candidate rule in CR.

By starting with the most general candidate rule for each set of transformations and

generating more candidate rules on demand only in step (2.3) above, the optimized algorithm

is much more efficient that the näıve algorithm. Running our tool currently takes only a few

seconds for the usual check-ins and about seven minutes in average for a program release

pair. Though optimized, our algorithm is not optimal in the sense that it does not guarantee

finding the smallest number of rules for the same set of matches. This optimized algorithm’s

worst case complexity is the same as the näıve algorithm, O(|CR|2 × |D|). In the case of

expanding only one rule to investigate its children rules at each level of the subsumption

lattice, its time complexity is O(|logn(CR)|2 × |D|) where n is the number of tokens in

seed.left.

Key Characteristics of Our Algorithm. First, our algorithm builds insight from seed

matches, generalizes the scope that a transformation applies to, and validates this insight.
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Algorithm 4: Rule Generation and Selection - Optimized Algorithm
Input:

S /* a set of seed matches */

ε /* an exception threshold */

D /* domain: extractMethodHeaders(P1) − extractMethodHeaders(P2) */

C /* codomain: extractMethodHeaders(P2) */

Output:

R /* a set of selected rules */

M /* a set of found matches */

/* Initialize R, M, and CR */

R := ∅, M := ∅, CR := ∅;

/* Create an initial set of rules */

foreach seed ∈ S do
2T := extractTransformations (seed);

foreach trans ∈ 2T do
scope:= findTheMostGeneralScope (seed.left, trans);

rule:= createNewRule (scope, trans);

CR := CR ∪ {rule};
end

end

cont := true;

while cont do
n := |M |;

s = selectTheBestRule (CR, D, C, M, ε);

R := R ∪ {s};

CR := CR − {s};

M := M ∪ s.positive;

if (|M|=n) then
cont := false;

end

end
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Function selectTheBestRule(CR, D, C, M, ε)

/* numRemainingPositive (r) returns the number of |r.positive.getLefts() -

M.getLefts()|. */

/* isValid (r, D, C, M, ε) returns true if the number of r’s positive matches is

at least (1-ε) times the number of r’matches. */

/* Scan rules in CR and update N */

N := 0, s := null;

foreach rk ∈ CR do

if ( numRemainingPositive (rk) > N) ∧ ( isValid (rk, D, C, M, ε)) then
N = numRemainingPositive (rk);

s = rk;
end

end

/* If an invalid rule rk in CR can find more than N matches, expand its

children rules. */

toBeRemoved := ∅; toBeAdded := ∅;

foreach rk ∈ CR do

if numRemainingPositive (rk)=0 then
toBeRemoved := toBeRemoved ∪ {rk};

end

else if ( numRemainingPositive (rk) > N) ∧ ( isValid (rk, D, C, M, ε))= false then
toBeRemoved := toBeRemoved ∪ {rk}; children = createChildrenRules (rk,N);

foreach c ∈ children do

if ( isValid (c, D, C, M, ε)) ∧ ( numRemainingPositive (c) > N) then
N := numRemainingPositive (c); s := c;

end

end

toBeAdded := toBeAdded ∪ children;
end

end

/* Add toBeAdded to CR and remove toBeRemoved from CR. */

CR := CR ∪ toBeAdded;

CR := CR − toBeRemoved;

return s ;
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Second, it prefers a small number of general rules to a large number of specific rules. Third,

when there are a small number of exceptions that violate a general rule, our algorithm

allows these exceptions but remembers them.

5.3 Evaluation

We assess the benefits of our API change-rule inference technique in two ways. First, we

evaluate its accuracy by measuring the precision and recall of the inferred rules. Second,

we measure our inferred rules’ effectiveness in helping programmers reason about program

changes by comparing the conciseness of our results with other approaches’ results.

To evaluate our inferred rules, we compared the method-header level matches found by

our inferred rules (M) with the ground truth—a set of correct matches (E). We identified

a set of correct matches in two steps. First, we used our own inference algorithm on each

version pair in both directions (which can find additional matches) and computed the union

of those matches with the matches found by other approaches. Second, we labeled correct

matches through a manual inspection. For this manual inspection, we developed a viewer

that shows each rule along with the corresponding method-header level matches (Figure

5.1). Our inferred rules are shown in the top pane; the corresponding method-header level

matches are shown in the bottom pane along with the matches found by other approaches.

To help with inspection, matches that are found by one approach but not the other are

marked in color.6

Our quantitative evaluation is based on the three following criteria.

Precision: the percentage of our matches that are correct, |E∩M |
|M | .

Recall: the percentage of correct matches that our tool finds, |M∩E|
|E| .

Conciseness: the measure of how concisely a set of rules explains matches, represented

as a M/R ratio = |M |
|Rules| . A high M/R ratio means that using rules instead of plain matches

significantly reduces the size of results.

Our evaluations are based on released versions as well as check-in snapshots, i.e., in-

ternal, intermediate versions. The primary difference is that there tends to be a much

6Determining the correctness of matches is a subjective process. Having independent coders and measur-
ing inter-rater agreement among the coders could increase confidence about our evaluation data sets.
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larger delta between successive program releases than between successive check-in snap-

shots. To demonstrate our tool’s effectiveness for cases where existing approaches produce

overwhelmingly large results, our data set includes a release-granularity data on purpose.

Section 5.3.1 presents rule-based matching results for three open source release archives.

Sections 5.3.2 presents comparison with two refactoring reconstruction tools [295, 302] and

a method-level origin analysis tool [167]. Section 5.3.3 discusses the impact of the seed

generation threshold (γ) and the exception threshold (ε). Section 5.3.4 discusses threats to

the validity of our evaluation.

5.3.1 API Change-Rule Based Matching Results

Subject Programs. We chose three open source Java programs that have release archives

on sourceforge.net and contain one thousand to seven thousand methods. The moderate

size lets us manually inspect matches when necessary. JFreeChart is a library for drawing

different types of charts, JHotDraw is a GUI framework for technical and structured graph-

ics, and jEdit is a cross platform text editor. On average, release versions were separated

by a two-month gap in JFreeChart and a nine-month gap in JHotDraw and jEdit.

Results. Table 5.3 and Table 5.4 summarize results for the projects (γ=0.7 and ε=0.34).

|O| and |N | are the number of methods in an old version and a new version respectively.

|O∩N | is the number of methods whose name and signature did not change. Running time

is described in minutes.

The precision of our tool is generally high in the range of 0.78 to 1.00, and recall is in

the range 0.70 to 1.00. The median precision and the median recall for each set of subjects

is above, often well above, 0.90.

The M/R ratio shows significant variance not only across the three subjects but also for

different release pairs in the same subject. The low end of the range is at or just over 1

for each subject, representing cases where each rule represents roughly a single match. The

high end of the range varies from 2.39 (for JEdit) to nearly 244.26 (for JHotDraw). We

observed, however, that most matches are actually found by a small portion of rules (recall

our algorithm finds rules in descending order of the number of matches). Figure 5.2 plots
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Table 5.3: Rule-based matching results (1)

JFreeChart (www.jfree.org/jfreechart)

The actual release numbers are prefixed with 0.9.

Versions |O| |N | |O ∩ N | Rule Match Prec. Recall M/R Time

4→5 2925 3549 1486 178 1198 0.92 0.92 6.73 21.01

5→6 3549 3580 3540 5 6 1.00 1.00 1.20 <0.01

6→7 3580 4078 3058 23 465 1.00 0.99 20.22 1.04

7→8 4078 4141 0 30 4057 1.00 0.99 135.23 43.06

8→9 4141 4478 3347 187 659 0.91 0.90 3.52 22.84

9→10 4478 4495 4133 88 207 0.99 0.93 2.35 0.96

10→11 4495 4744 4481 5 14 0.79 0.79 2.80 <0.01

11→12 4744 5191 4559 61 113 0.78 0.79 1.85 0.40

12→13 5191 5355 5044 10 145 1.00 0.99 14.50 0.11

13→14 5355 5688 5164 41 134 0.94 0.86 3.27 0.43

14→15 5688 5828 5662 9 21 0.90 0.70 2.33 0.01

15→16 5828 5890 5667 17 77 0.97 0.86 4.53 0.32

16→17 5890 6675 5503 102 285 0.91 0.86 2.79 1.30

17→18 6675 6878 6590 10 61 0.90 1.00 6.10 0.08

18→19 6878 7140 6530 98 324 0.93 0.95 3.31 1.67

19→20 7140 7222 7124 4 14 1.00 1.00 3.50 <0.01

20→21 7222 6596 4454 71 1853 0.99 0.98 26.10 62.99

MED 0.94 0.93 3.50 0.43

MIN 0.78 0.70 1.20 0.00

MAX 1.00 1.00 135.23 62.99
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Table 5.4: Rule-based matching results (2)

Versions |O| |N | |O ∩ N | Rule Match Prec. Recall M/R Time

JHotDraw (www.jhotdraw.org)

5.2→5.3 1478 2241 1374 34 82 0.99 0.92 2.41 0.11

5.3→5.41 2241 5250 2063 39 104 0.99 0.98 2.67 0.71

5.41→5.42 5250 5205 5040 17 17 0.82 1.00 1.00 0.07

5.42→6.01 5205 5205 0 19 4641 1.00 1.00 244.26 27.07

MED 0.99 0.99 2.54 0.41

MIN 0.82 0.92 1.00 0.07

MAX 1.00 1.00 244.26 27.07

jEdit (www.jedit.org)

3.0→3.1 3033 3134 2873 41 63 0.87 1.00 1.54 0.13

3.1→3.2 3134 3523 2398 97 232 0.93 0.98 2.39 1.51

3.2→4.0 3523 4064 3214 102 125 0.95 1.00 1.23 0.61

4.0→4.1 4064 4533 3798 89 154 0.88 0.95 1.73 0.90

4.1→4.2 4533 5418 3799 188 334 0.93 0.97 1.78 4.46

MED 0.93 0.98 1.73 1.21

MIN 0.87 0.95 1.23 0.61

MAX 0.95 1.00 2.39 4.46
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the cumulative distribution of matches for the version pairs with the median M/R ratio

from each of the three projects. The x axis represents the percentage of rules found after

each iteration, and the y axis represents the recall and precision of matches found up to

each iteration.

In all three cases, the top 20% of the rules find over 55% of the matches, and the top

40% of the rules find over 70% of the matches. In addition, as the precision plots show,

the matches found in early iterations tend to be correct matches evidenced by a systematic

change pattern. The fact that many matches are explained by a few rules is consistent with

the view that a single conceptual change often involves multiple low level transformations,

and it confirms that leveraging a systematic change structure is a good matching approach.

Our tool handled the major refactorings in the subject programs quite well. For ex-

ample, consider the change from release 4 to 5 of JFreeChart. Although nearly half of the

methods cannot be matched by name, our tool finds 178 rules and 1198 matches. The

inferred rules indicate that there were many package-level splits as well as low-level API

changes. As presented below, these kind of high-level change patterns are not detected by

other tools we analyzed. Examples of the inferred rules in JFreeChart include:

• for all x:method-header in chart.*Plot.*(CategoryDataSet)

or chart.*.*(Graph, Rect, Rect2D)

or chart.*.*(Graph, Plot, Rect2D)

argAppend(x, [int])

[ Interpretation: All methods with a name “chart.*Plot.*(CategoryDataSet),” “chart.*.*(Graph, Rect, Rect2D)”

or “chart.*.*(Graph, Plot, Rect2D)” appended an int argument. ]

• for all x:method-header in int renderer.*.draw*(*, Graph, Rect)

returnReplace(x, int, AxisState)

[ Interpretation: All methods with a name “renderer.*.draw*(*, Graph, Rect)” changed their return type from

int to AxisState. ]
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Table 5.6: Comparison: precision

Comparison of Matches Match Precision

Xing and Stroulia (XS) XS ∩ Ours 8619 1.00

jfreechart Ours − XS 1014 0.75

(17 release pairs) XS − Ours 264 0.75

Weißgerber and Diehl (WD) WD ∩ Ours 1045 1.00

RCAll Ours − WD 443 0.94

jEdit WD − Ours 288 0.36

(2715 check-ins) WD ∩ Ours 1026 1.00

RCBest Ours − WD 462 0.93

WD − Ours 146 0.42

WD ∩ Ours 2330 0.99

RCAll Ours − WD 654 0.66

Tomcat WD − Ours 1278 0.32

(5096 check-ins) WD ∩ Ours 2251 0.99

RCBest Ours − WD 733 0.75

WD − Ours 656 0.54

S. Kim et al. (KPW) KPW ∩ Ours 1331 1.00

jEdit Ours − KPW 678 0.89

(1189 check-ins) KPW − Ours 99 0.75

KPW ∩ Ours 3539 1.00

ArgoUML Ours − KPW 1073 0.78

(4683 check-ins) KPW − Ours 280 0.76



124

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

0% 20% 40% 60% 80% 100% 

Percentage of Found Rules 

Pr
ec

is
io

n 
an

d 
Re

ca
ll 

of
 F

ou
nd

 M
at

ch
es

 Precision(JFreeChart0.9.8- 
0.9.9) 
Precision(JHotDraw-5.3-5.41) 

Precision(JEdit4.0-4.1) 

Recall(JFreeChart0.9.8-0.9.9) 

Recall(JHotDraw5.3-5.41) 

Recall(JEdit4.0-4.1) 

Figure 5.2: Recall and precision vs. percentage of found matches

5.3.2 Comparison with Refactoring Reconstruction Tools

Refactoring reconstruction tools (Section 2.2.2) compare two versions of a program and look

for code changes that match a predefined set of refactoring patterns [92]. Among these tools,

we compared our matching results with Xing and Stroulia’s approach (XS) [302], Weißgerber

and Diehl’s approach (WD) [295], and S. Kim et al.’s approach (KPW) [167]. We chose

these three approaches for comparison because they are representative of many refactoring

tools. They were developed and published around the same time (from 2005 to 2007), and

their results on open source project data were available to us. XS provided their results

on JFreeChart release archives, WD provided their results on jEdit and Tomcat check-in

snapshots, and KPW provided their results on jEdit and ArgoUML check-in snapshots.

In all three cases, we uniformly compared the precision and recall of method-level

matches found by each approach. This required us building a tool that deduces method-level

matches from XS and WD’s inferred refactorings. We also compared the size of inferred
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changes (the number of rules in our approach, the number of relevant refactorings in XS

and WD’s approach, and the number of method-level matches in KPW’s approach).

Comparison with Xing and Stroulia’s UMLDiff. XS’s tool UMLDiff extracts class

models from two versions of a program; traverses the two models; identifies corresponding

entities based on their name and structure similarity; and reports additions and removals of

these entities and inferred refactorings. XS can find most matches that involve more than

one refactoring; however, to reduce its computational cost, it does not handle combinations

of move and rename refactorings such as ‘move CrosshairInfo class from chart to chart.plot

package’ and ‘rename it to CrosshairState.’ In contrast, our tool finds the following two rules

that explain the combination of move and rename.

• for all x:method-header in *.*.*(*)

typeReplace(x, CrosshairInfo, CrosshairState)

[ Interpretation: The CrosshairInfo type was renamed to the CrosshairState type. ]

• for all x:method-header in chart.*Marker.*(*)

packageReplace(x, chart, chart.plot)

[ Interpretation: All methods with a name “chart.*Marker.*(*)” moved from the chart package to the

chart.plot package. ]

The comparison results are summarized in Tables 5.5 and 5.6. Overall, XS’s precision

is about 2% (=8807/8883-9369/9633) higher. However, our tool finds 761 (=1014×0.75)

correct matches not found by XS while there are only 199 (=264×0.75) correct matches

that our tool failed to report. More importantly, our tool significantly reduces the result

size by 77% by describing results as rules. Matches missed by XS often involve both rename

and move refactorings. Matches missed by our tool often had a very low name similarity,

indicating a need to improve our current seed generation algorithm.

Comparison with Weißgerber and Diehl’s Work. WD’s tool extracts added and

deleted entities (fields, methods, and classes) by parsing deltas from a version control system

and then compares these entities to infer various kinds of structural and local refactorings:

move class, rename method, remove parameter, etc. The tool finds redundant refactor-
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ing events for a single match. For example, if the Plot class were renamed to DatePlot,

it would infer “rename class Plot to DatePlot” as well as move method refactorings for all

methods in the Plot class. When it cannot disambiguate all refactoring candidates, it uses

the clone detection tool CCFinder [149] to rank these refactorings based on code similar-

ity. For example, if VerticalPlot.draw(Graph) is deleted and VerticalPlot.drawItem(Graph) and

VerticalPlot.render(Graph) are added, it finds both “rename method draw to drawItem” and

“rename method draw to render,” which are then ordered.

We compared our results both with (1) all refactoring candidates RCall and (2) only the

top-ranked refactoring candidates RCbest. The comparison results with RCbest and RCall

(γ=0.65 and ε=0.34) are shown in Table 5.5 and 5.6. Compared to RCbest, our approach

finds 27% more matches yet decreases the result size by 26% in jEdit, and finds 3% more

matches yet decreases the result size by 62% in Tomcat. This result shows our approach

achieves better matching coverage while retaining concise results. We manually inspected

50 sample check-ins to estimate precision for the matches missed by one tool but not the

other as well as the matches found by both tools. For jEdit, our approach found 462 matches

not identified by WD’s RCbest, and RCbest found just over 146 matches that we failed to

report. When combined with the precision, this means our approach found about 430

(=462×0.93) additional useful matches, and their approach found about 61 (=146×0.42)

additional useful matches. Tomcat shows roughly similar results. WD’s tool missed many

matches when compound transformations were applied. Our tool missed some matches

because γ=0.65 did not generate enough seeds to find them.

Comparison with S. Kim et al.’s Origin Analysis. For comparison, both our tool

and KPW’s tool were applied to jEdit and ArgoUML’s check-in snapshots. Table 5.5 and

5.6 shows the comparison result (γ=0.65 and ε=0.34). For jEdit, our approach finds 40%

more matches yet reduces the result size by 22%. For ArgoUML, it finds 21% more matches

yet reduces the result size by 44%.

We also compared our matches to KPW’s matches and inspected the matches from 50

sample check-ins to measure precision. For jEdit, we found over 678 matches not identified

by KPW’s approach. KPW’s approach found about 100 matches that we did not. When
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combined with the precision of sampled matches, this means our approach found over 600

(=678×0.89) useful matches and that KPW’s approach found about 75 (=99×0.75) useful

matches. ArgoUML shows roughly similar results. This result is noteworthy because KPW’s

approach considers more information such as calling relationships as well as clone detection

results in addition to name similarity. We suspect that it is because of KPW’s approach’s

two limitations: It cannot accept correct matches when their overall similarity score is lower

than a certain threshold, and it cannot easily prune incorrect matches once their overall

similarity score is over a certain threshold and is the highest among potential matches. On

the other hand, our algorithm tends to reject matches whose transformation is an isolated

incident even if the similarity score is high. Our tool’s incorrect matches usually come

from bad seeds that coincidentally have similar names. Overall, our approach finds more

matches without sacrificing its precision and represents results more concisely than KPW’s

approach.

5.3.3 Impact of Seed and Exception Thresholds

Seed Threshold. Our results in part depend on the quantity and quality of seeds. Figure

5.3 shows how our algorithm behaves when we change the seed generation threshold γ for

JFreechart (0.9.4→0.9.5). We varied γ from 0.9 to 0.5 and measured recall of seeds, precision,

recall, and the ratio of rejected seeds to the total number of seeds. When γ is set high in

the range of 0.9 to 0.8, the name matching technique finds a relatively small number of

seeds, but the seeds tend to be all good seeds. So our algorithm rejects very few seeds

and leverages the good seeds to quickly reach recall of 0.65 to 0.85. However, the recall is

still below 0.85 as the seeds do not contain enough transformations. As γ decreases, more

seeds are produced, and a higher percentage of them are bad seeds that our algorithm later

rejects. Using a low threshold (< 0.6) generally leads to higher recall (above 0.9) but it

lowers precision and increases the running time since there are more candidate rules based

on bad seeds. For the results in Figure 5.3, we observed a roughly linear increase from 6

minutes (γ=0.9) to 26 minutes (γ=0.5).

In general, when the precision and recall of seed matches are low, our algorithm improves
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Figure 5.3: Impact of seed threshold γ

both measures significantly. When the seed matches already have precision and recall over

0.9, the algorithm still improves both measures, although less so because the seeds are

already very good. However, even in this case, our algorithm significantly improves the

conciseness measure. Effective seed generation and its interaction with our candidate rule

selection algorithm needs additional research.

Exception Threshold. Table 5.7 shows the matching results with different exception

thresholds: 0.25, 0.34, and 0.5. Using a low threshold increases running time and slightly

decreases the M/R ratio. Surprisingly we found that changing exception thresholds does

not affect precision and recall much. We suspect that it is because most exceptions come

from deleted entities.
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Table 5.7: Impact of exception threshold

Exception Threshold Precision Recall M/R ratio Running Time (Min)

0.25 0.94 0.91 14.12 10.44

0.34 0.94 0.91 14.14 9.19

0.50 0.93 0.91 14.33 7.54

All values are average values for JFreeChart data set.

5.3.4 Threats to Validity

To measure precision, we manually inspected the matches generated by our tool and by

other tools. Manual labeling is subject to evaluator bias. All data are publicly available,7

so other researchers can independently assess our results or use our data.

Our effort to date is limited in a number of ways. First, we have not explored other

(non-Java) programming languages and even different naming conventions, all of which

could have consequences. Second, we have not explored possible ways to exploit informa-

tion from programming environments such as Eclipse that support higher-level refactoring

operations.

5.3.5 Limitations

Our API change-rules are transformation functions. Thus, our approach cannot concisely

capture the following scenarios that require mapping a single method-header in an old

version to multiple method-headers in a new version: (1) An old, deprecated API is kept for

backward compatibility purposes, and (2) An old method is split to two new methods, e.g., a

modified old method and a new helper method. It is possible to mitigate this 1 : n matching

multiplicity problem by running our tool backward and finding rules that transform a new

program version to an old program version.

Our API change-rules do not leverage the name of input arguments. Thus, our algo-

rithm could accidentally aggregate API-level changes that are syntactically homogeneous

but semantically different. For example, when a programmer adds an age input argument

7www.cs.washington.edu/homes/miryung/matching
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of type int to the printAge() method and also adds a fileID argument of type int to the

printFile(), our approach could find the following rule that summarizes unrelated low-level

changes.

• for all x:method-header in *.*.print*(*)

argAppend(x, [int])

[ Interpretation: All methods with a name “*.*.print*(*)” appended an int argument. ]

5.4 Summary of API Change-Rule Inference

Based on the insight that high-level changes are often systematic at a code level, we de-

veloped a rule-based change inference approach. The core of this approach is (1) a rule

representation that explicitly captures systematic changes and (2) a corresponding infer-

ence algorithm that automatically finds such rules from two program versions.

In particular, this chapter describes an instantiation of this approach at a method-

header level. Our comparative evaluation on open source projects shows that our approach

produces 22 to 77% more concise results than other refactoring reconstruction tools. In

terms of producing method-level matches, our approach has a high precision (median 98

to 99%) and recall (median 93 to 94%). The next chapter discusses how we extended this

rule-based approach to discover systematic changes within method-bodies as well as at a

field level.
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Chapter 6

INFERRING CHANGES TO PROGRAM STRUCTURE

Software engineers often inspect program differences when reviewing others’ code changes,

when writing check-in comments, or when determining why a program behaves differently

from expected behavior. For example, suppose Bill asks Alice, his team lead, to review his

most recent software change. Bill’s check-in message, “Common methods go in an abstract

class. Easier to extend/maintain/fix,” suggests some questions to Alice: “Was it indeed

an extract superclass refactoring?” “Did Bill make some other changes along the way?”

and “Did Bill miss any parts of the refactoring?” Alice is left to answer these questions

by a tedious investigation of the associated diff output, which comprises 723 lines across 9

files. She may need to check even more code, perhaps the entire code-base or at least some

surrounding unchanged code, for potential missed updates.1

Existing program differencing approaches (Section 2.2) generally try to help program-

mers answer these kinds of high-level questions by returning numerous lower-level changes.

In many cases, this collection of lower-level changes has a latent structure because a high-

level change operation was applied to the program. Existing approaches do not identify

regularities in code changes created by a high-level change and subsequently cannot detect

inconsistency in code changes, leaving it to a programmer to discover potential bugs.

To complement existing differencing approaches, we designed Logical Structural Diff

(LSDiff) that discovers a latent structure in low-level changes. LSDiff abstracts a program

as code elements (packages, types, methods, and fields) and their structural dependencies

(method-calls, field-accesses, subtyping, overriding, containment) based on two premises.

First, programmers often look for structural information when inspecting program differ-

ences: which code elements changed and how their structural dependencies are affected by

1This scenario is based on a real example found in our evaluation (carol revision 430) and Ko et al.’s
study [170].
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the change. (See Section 6.3.) Second, code elements that change similarly together often

share common structural characteristics such as using the same field or implementing the

same interface. Finding such shared characteristics in changed code is useful for discovering

systematic changes.

LSDiff infers logic rules to discover and represent systematic structural differences. Re-

maining non-systematic differences are output as logic facts. For the preceding scenario,

the following LSDiff output can help Alice understand the rationale of Bill’s change; Bill

created the AbsRegistry class by pulling up host fields and setHost methods from the classes

implementing the NameSvc interface; however, he did not complete the refactoring on the

LmiRegistry class that also implements the NameSvc interface. In addition to the extract su-

perclass refactoring, Bill made changes that seem to alter program behavior by deleting calls

to the SQL.exec method. After reading this, Alice decided to double check with Bill why

LmiRegistry was left out and why he deleted calls to the SQL.exec method.

Fact 1. added type(AbsRegistry)

[ Interpretation: AbsRegistry is a new class. ]

Rule 1. past subtype(“NameSvc”, t) ∧ past field(f, “host”, t) ⇒ deleted field(f, “host”, t) except t=“LmiRegistry”

[ Interpretation: All host fields in NameSvc’s subtypes got deleted except LmiRegistry class. ]

Rule 2. past subtype(“NameSvc”, t) ∧ past method(m, “setHost”, t) ⇒ deleted method(m, “setHost”, t)

except t=“LmiRegistry”

[ Interpretation: All setHost methods in NameSvc’s subtypes got deleted except LmiRegistry class. ]

Rule 3. past subtype(“NameSvc”, t) ∧ past method(m, “getHost”, t) ⇒ deleted calls(m, “SQL.exec”)

except [m=“LmiRegistry.getHost”,t=“LmiRegistry”]

[ Interpretation: All getHost methods in NameSvc’s subtypes deleted calls to SQL.exec except LmiRegistry

class . . . ]

The core idea of discovering and representing systematic changes is similar to Chapter 5’s

API change-rule inference. Specifically, LSDiff is an instantiation of our rule-based approach

at the level of a program structure. LSDiff’s rule representation and inference algorithm

differ in several ways: First, the goal of API change-rule inference was to match method-

headers across program versions to enable program analysis over multiple versions. LSDiff

aims to discover a logical structure that relates line-level differences to complement existing
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diff. Second, while API change-rules focus on changes above the level of method-headers,

LSDiff accounts for changes within method-bodies as well as at a field level. Third, from

a change representation perspective, while API change-rules rely on a regular expression

to group related code elements, LSDiff uses conjunctive logic literals to allow programmers

to understand shared structural characteristics of systematically changed code, not only

a shared naming convention, e.g. “all setHost methods in Service’s subclasses” instead

of “all methods with name *Service.setHost(*).” Finally, from a rule-inference technique

perspective, our API change-rule inference algorithm finds rules in an open system because

there is no ground truth for a code matching problem. On the other hand, LSDiff’s algorithm

learns rules in a closed system by first computing structural differences and then enumerating

all rules within the rule search space set by the input parameters.

To evaluate LSDiff, we conducted a focus group study with professional software en-

gineers in a large E-commerce company. The participants’ comments show that LSDiff is

promising both as a complement to diff’s file-based approach and also as a way to help pro-

grammers discover potential bugs by identifying exceptions to inferred systematic changes.

We also compared our results with (1) structural differences that an existing differencing

approach would produce at the same abstraction level for an evenhanded comparison and

(2) textual deltas computed by diff. These quantitative assessments show that, on average,

LSDiff produces 9.3 times more concise results by identifying 75% of structural differences

as systematic changes. LSDiff finds an average of 9.7 more contextual facts that cannot be

found in the delta such as LmiRegistry’s host field not being deleted.

The rest of this chapter is organized as follows. Section 6.1 and Section 6.2 describe

how LSDiff represents and identifies structural differences. Section 6.3 discusses the focus

group study. Section 6.4 describes quantitative and qualitative assessments. Section 6.5

discusses LSDiff’s limitations and future work. Section 6.6 reinforces the benefits of inferred

change-rules by demonstrating applications that can be built using our approach. Example

change-rules are drawn from our empirical evaluation of LSDiff as well as API-level change

inference. Section 6.7 concludes.
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6.1 Definition of Logical Structural Delta

LSDiff represents each program version using a set of predicates that describe code elements

and their dependencies. Some of the predicates (1-7 below) describe code elements and

their containment relationships. The others describe structural dependencies (field-access,

method-call, subtyping, and overriding). To support grouping of code elements with the

same simple name, our predicates include both the simple and the fully qualified name.

Table 6.1 shows the fact-base representation (a database of facts) of an example program.

LSDiff captures only structural differences and does not capture differences in control logic,

temporal logic, etc. Thus, unlike diff, its output cannot be used to reconstruct a new version

by applying the delta to an old version. Appendix F describes the predicates in the Tyruba

logic programming language [289].

1. package (packageFullName:string):

There is a package packageFullName.

2. type (typeFullName:string, typeShortName:string, packageFullName:string):

There is a class or an interface typeShortName in the packageFullName package.

3. method (methodFullName:string, methodShortName:string, typeFullName:string):

There is a method methodShortName in the typeFullName type.

4. field (fieldFullName:string, fieldShortName:string, typeFullName:string):

There is a field fieldShortName in the typeFullName type.

5. return (methodFullName:string, returnTypeFullName:string):

The methodFullName method returns an object with the returnTypeFullName type.

6. fieldoftype (fieldFullName:string, declaredTypeFullName:string):

The fieldFullName field is declared with the type declaredTypeFullName.

7. typeintype (innerTypeFullName:string, outerTypeFullName:string).

The innerTypeFullName type is contained in the outerTypeFullName type.

8. accesses (fieldFullName:string, accessorMethodFullName:string).

The fieldFullName is accessed by the accessorMethodFullName method.

9. calls (callerMethodFullName:string, calleeMethodFullName:string).

The callerMethodFullName method calls the calleeMethodFullName method.
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Table 6.2: LSDiff rule inference example

∆FB′ ∆FB′′

1. past accesses(“Key. on”, m) 1. past accesses(“Key. on”, m)

⇒ deleted accesses(“Key.on”, m) ⇒ deleted accesses(“Key.on”, m)

2. added calls(“BMW.start”, “Key.chk”) 2. past method(m, “start”, t)

3. added calls(“GM.start”, “Key.chk”) ∧ past subtype(“Car”,t)

4. added calls(“Bus.start”, “log”) ⇒ added calls(m, “Key.chk”)

except t = Kia

3. added calls(“Bus.start”, “log”)

10. subtype (superTypeFullName:string, subTypeFullName:string).

The subTypeFullName type either inherits or implements the type superTypeFullName.

11. inheritedfield (fieldShortName:string, superTypeFullName:string, subTypeFullName:string).

The subTypeFullName type inherits the fieldShortName field from the superTypeFullName type.

12. inheritedmethod (methodShortName:string, superTypeFullName:string, subTypeFullName:string).

The subTypeFullName type inherits the methodShortName method from the superTypeFullName

type. 2

Applying a set-difference operator to the fact-base of an old version (FBo) and the fact-

base of a new version (FBn) produces structural differences, ∆FB. (See Table 6.1.) However,

using ∆FB as a program delta has two weaknesses. First, because it lists fact-level differ-

ences without any high level structure, it is time-consuming to read and understand when

it contains a large number of facts. Second, it describes only the structural dependen-

cies in changed code fragments but not those of their surrounding context. For example,

suppose that a program change involves removing all accesses to Key.on and invoking the

Key.chk method from Car’s subtypes’ start methods. ∆FB lists the three deleted accesses facts

separately and does not include contextual information that new method-calls to Key.chk

occurred in the context of Car’s subtypes.

Our approach overcomes these two weaknesses by inferring logic rules from the union of

2It is possible to add more predicates or modify existing predicates. For example, one can add throwEx-
ception(methodFullName:string, typeName:string) to model exception handling or modify the type, method
and field predicates to model changes to their visibility: public, private and protected.
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all three fact-bases: FBo, FBn, and ∆FB. To distinguish which fact-base each fact belongs

to, we prefix past and current to the facts in FBo and FBn respectively and deleted and

added to the corresponding facts in ∆FB. Inferring rules from all three fact-bases has two

advantages: First, our rule-based delta is concise because a single rule can imply a number

of related facts. Second, by inferring rules from not only the delta but also from unchanged

code, our approach finds contextual facts such as subtype(“Car”, “Kia”), which is not in ∆FB

but signals a potential missed update, +calls(“Kia.start”, “Key.chk”).

LSDiff Rule. Just as logic rules describe the relationship among groups of related logic

facts, LSD rules describe high-level systematic changes by relating groups of facts in the

three fact-bases.

To represent a group of similar facts at once, we create a logic literal by binding some

of a predicate’s arguments to variables. For example, subtype(“Foo”, t) represents all subtype

facts that have Foo as a first argument.

Rules relate groups of facts by connecting literals with boolean logic operators. In

particular, LSDiff rules are horn clauses where the conjunction of one or more literals in the

antecedent implies a single literal in the conclusion, i.e., A(x) ∧ B(x,y)... ∧ C(x,z) ⇒ D(x,z). LSDiff

rules are in the subset of Datalog queries, which ensures termination and fast evaluation.3

All variables are universally quantified and variables do not appear in the conclusion unless

they are bound in the antecedent. LSDiff Rules are either ungrounded rules (rules without

constant bindings) or partially grounded rules (rules with constant bindings).

A rule r has a match f in ∆FB if f is a fact created by grounding r’s conclusion with

constants that satisfy r’s antecedent given FBo, FBn, and ∆FB. A rule r has an exception

if there is no match in ∆FB implied by a true grounding of its antecedent. For example, a

rule A(x)⇒B(x) has a match B(c1) and an exception x=c2 if A(c1), A(c2), and B(c1) are in the

three fact-bases, but B(c2) is not in ∆FB. We explicitly encode exceptions as a part of a rule

to note anomalies to a systematic change.

LSDiff supports a restricted set of Datalog rule styles. The styles are shown in Table

6.3: Only deleted * or added * can appear in the consequent of a rule. The antecedent of

3Datalog is a subset of Prolog that ensures termination. Because of its good run-time efficiency compared
to full Prolog, Datalog is argued to be a good choice for program queries [115].
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a rule cannot have predicates with different prefixes. These rule styles force LSDiff to

learn regularities about changes between the two versions, not the regularities in the old or

new version itself. These rule styles are effective in expressing general kinds of systematic

changes, including:

• dependency removal or feature deletion by stating that all code elements with similar

characteristics in the old version were removed. (e.g., past * ⇒ deleted *),

• consistent updates to clones by stating that all code elements with similar characteristics

in the old version added similar code (e.g., past * ⇒ added *),

• replacement of API usages by relating deletions and additions of dependencies (e.g.,

deleted * ⇒ added *),

• feature addition by stating that all code elements with particular characteristics in the

new version are added by the change (e.g., current * ⇒ added *), etc.

Example. Suppose that a programmer removes all accesses to the Key.on field and adds calls

the Key.chk method from Car’s subtypes’ start methods. Table 6.1 presents the fact-bases

and Table 6.2 shows the rule inference and ∆FB reduction process. By inferring a rule, “all

accesses to the Key.on field are removed from the old version (#1 in ∆FB′),” ∆FB is reduced to

∆FB′ by replacing the three deleted accesses facts with the rule. By inferring a rule, “all Car’s

subtypes’ start methods added calls to the Key.chk method (#2 in ∆FB′′),” ∆FB′ is reduced to

∆FB′′ by winnowing out the two added calls facts. This rule also signals inconsistency that

Kia did not change similarly.

The remaining added calls(“Bus.start”, “log”) is output as is, because it does not form a

systematic change pattern.

6.2 Inference Algorithm

Our algorithm accepts two versions of a program and outputs a logical structural delta that

consists of logic rules and facts. Our algorithm has three parts: (1) generating fact-bases,

(2) inferring rules from the fact-bases, and (3) post-processing the inferred rules.

Part 1. Fact-base Generation. We create FBo and FBn from the old and new ver-

sion respectively by extracting logic facts using JQuery [144], a logic query-based program

investigation tool. JQuery analyzes a Java program using the Eclipse JDT Parser; thus,
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its precision depends on the Eclipse’s static analysis capability. We then compute ∆FB

using a set-difference operator and remove spurious added and deleted facts caused by code

renaming or moving using inferred method-header level refactorings from Chapter 5. Note

that ∆FB in Table 6.1 does not contain −method(“Key.out”, . . . ) and +method(“Key.output”, . . . )

by accounting for the renaming.

Part 2. First Order Logic Rule Learning. Our goal is to infer rules each of which

corresponds to a high-level systematic change and thus explains a group of added and

deleted facts. This step takes the three fact-bases and outputs inferred rules and remaining

unmatched facts in ∆FB. Some rules refer to groups of past and current facts, providing

structural characteristics about changed code that cannot be found in ∆FB only.

Three input parameters define which rules to be considered in the output: (1) m, the

minimum number of facts a rule must match, (2) a, the minimum accuracy of a rule, where

accuracy = # matches / (# matches + # exceptions), and (3) k, the maximum number

of literals in a rule’s antecedent. A rule is considered valid if the number of matches and

exceptions is within the range set by these parameters.

Our rule learning algorithm is a bounded-depth search algorithm that enumerates rules

up to a certain length. The depth is determined by k. Increasing k allows our algorithm

to find more contextual information from FBo and FBn. Evaluating all possible rules with

k literals in the antecedent has the same effect as examining surrounding contexts that are

roughly k dependency hops away from changed code fragments. Our algorithm enumerates

rules incrementally by extending rules of length i to create rules of length i + 1. In each

iteration, we extend the ungrounded rules from the previous iteration by appending each

possible literal to the antecedent of the rules. Then for each ungrounded rule, we try all

possible constant substitutions for its variables. After selecting valid rules in this iteration,

we winnow out the selected rules’ matches from U (a set of unmatched facts in ∆FB) and

proceed to the next iteration.

Some rules are always true regardless of change content and do not provide any specific

information about code change. For example, deleting a package deletes all contained types

in the package, and deleting a method implies deleting all structural dependencies involving

the method. To prevent learning such rules, we have written 30 default winnowing rules by
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hand and winnow out the facts from U in the beginning of our algorithm.

For the rest of this section, we explain two subroutines in detail: (1) extending un-

grounded rules from the previous iteration and (2) generating a set of partially grounded

rules from an ungrounded rule. Then we discuss a beam search heuristic that we use to tame

the exponential growth of the rule search space. Our rule inference algorithm is summarized

in Algorithm 6.

Subroutine 1. Extending Ungrounded Rules. For each ungrounded rule from the

previous iteration, we identify all possible predicates that can be appended to its antecedent.

For each of those predicates, we create a set of candidate literals by enumerating all possible

variable assignments. After we create a new rule by appending each candidate literal to the

ungrounded rule’s antecedent, we check two conditions: (1) we have not already generated

an equivalent rule, and (2) it matches at least m facts in U . If the rule has fewer than m

matches, we discard it because adding a literal to its antecedent or grounding its variables to

constants can find only fewer matches. If the two conditions are met, we add the ungrounded

rule to the list of new ungrounded rules to try constant substitutions for its variables and

to pass to the next iteration. The pseudo code of this subroutine is described on page 144.

Subroutine 2. Generating Partially Grounded Rules. To create partially grounded

rules from an ungrounded rule, we consider each variable in turn and try substituting

each possible constant for it as well as leaving it alone. At each step within this process, we

evaluate the rule to check how many matches it finds in U . If it finds fewer than m matches,

we discard the rule and do not explore further substitutions, as more specific rules can find

only fewer matches than m. The pseudo code of this subroutine is described on page 145.

Beam Search. As the size of the rule search space increases exponentially with the number

of variables in ungrounded rules, enumerating rules quickly becomes infeasible for longer

rules. To tame this exponential growth, we use a beam search heuristic: in each iteration,

we save only the best β number of ungrounded rules and pass them to the next iteration.

The beam search is a widely used heuristic in first order logic rule learning [171]. As our

tests found no improvement when β was increased beyond 100, we used this as a default.

To select the best β rules, we first rank rules by their number of matches. When there’s

a tie, we prefer rules with fewer number of exceptions, as these rules are worth refining
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Algorithm 6: LSDiff Rule Inference Algorithm
Input:

FBo /* a fact-base of an old program version */

FBn /* a fact-base of a new program version */

∆FB /* fact-level differences between FBo and FBn */

m /* the minimum number of facts a rule must match to be selected */

a /* the minimum accuracy of a rule */

k /* the maximum number of literals in a rule’s antecedent */

β /* beam search window size */

Output:

L /* a set of valid learned rules */

/* Initialize R (a set of ungrounded rules), L, and U (a set of facts in ∆FB

that are not covered by L). */

R := ∅, L := ∅, U := ∆FB;

U := reduceDefaultWinnowingRules (∆FB, FBo, FBn) ;

/* reduce ∆FB using default winnowing rules. */

foreach i = 0 . . . k do

if (i = 0) then

R := createInitialUngroundedRules (m) ; /* create ungrounded rules with

an empty antecedent by enumerating all possible consequents. */

else

R := extendUngroundedRules (R) ; /* extend all ungrounded rules in R by

adding all possible literals to their antecedent. */

foreach r ∈ R do

G := createPartiallyGroundedRules (r) ; /* try all possible constant

substitutions for r’s variable. */

foreach g in G do

if isValid (g) then
L :=L ∪ {g};

U :=U − {g.matches};

R :=selectRules (R, β) ; /* select the best β rules in R */

end
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Function createInitialUngroundedRules
conclusions = ∅;

/* for each predicate that could be in the conclusion, */

foreach p ∈ DELTA PREDICATES do

/* create a literal l by instantiating p with new variable bindings. */

/* create a new rule r and set its consequent to l */

l:= createLiteral(p, freshvariables());

r:= new Rule();

r.setConsequent(l);

if |r.matches| ≥ m then
conclusions:= conclusions ∪ {r};

end

end

return conclusions;

further. If there is still a tie, we prefer rules whose variables are more general in terms of

Java containment hierarchy: package > type > field = method > name.

Part 3. Post Processing. Rules with the same length may still have overlapping

matches after Part 2. To avoid outputting rules that cover the same set of facts in the

∆FB, we select a subset of the rules using the greedy version of the SET-COVER algorithm

[14]. In this step, we use the same ranking order as in our beam search. We then output

the selected rules and the remaining unmatched facts in ∆FB.

6.3 Focus Group Study

To understand our target users’ perspectives on LSDiff, we conducted a focus group study

with professional software engineers from a large E-commerce company. We selected this

study method for several reasons. First, LSDiff is a prototype tool in an early stage and

we need to assess its potential benefits before investing our efforts in user interface devel-

opment. A focus group study fits our needs, as it is typically carried out in an early stage

of product development to gather target users’ opinions on new products, concepts, or mes-

sages. Second, we needed to develop concrete hypotheses about how programmers use diff
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Function extendUngroundedRules(R)
NR := ∅;

foreach r ∈ R do

/* for each antecedent predicate candidate, */

foreach p ∈ ANTECEDENT PREDICATES do

bindings := enumerateBindingsForPredicate (r, p); /* enumerate variables

bindings for the predicate p. */

foreach b ∈ bindings do

/* create a new antecedent literal l by instantiating p with b. */

/* create a new rule by copying r and add l to the new rule’s

antecedent. */

r:= new Rule(r);

r.addAntecedentLiteral(l);

if |r.matches| ≥ m ∧ !(r ∈ NR) then
NR := NR ∪ {r};

end

end

end

end

return NR;
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Function createPartiallyGroundedRules(r)
NR:= ∅;

S = new Stack() ; /* a stack of partially-grounded rules */

S.push(r) ; /* add the initial ungrounded rules with no constants. */

/* for each head of the stack, */

while !S.isEmpty() do
pr = S.pop();

foreach variable ∈ pr.remainingVariables() do

constants := getReplacementConstants(pr, variable); /* use Tyruba engine to

find all possible constant substitutions for the variable. */

foreach constant ∈ constants do

n = substitute(pr, variable, constant); /* create a new copy of pr,

substitute the corresponding variable with constant */

if |n.matches| ≥ m ∧ accuracy( n) ≥ a then
NR := NR ∪ {n };

end

if n.remainingVariables.size() > 0 then

S.push(n); /* add the new rule to the stack to continue constant

substitutions. */

end

end

end

end

return NR;
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Table 6.4: Focus group participant profile

Title Years in SW Industry diff or P4 code change review

P1 SDE 10+ Daily Daily

P2 Senior SDE 14+ Daily Daily

P3 Senior Principal SDE 30+ Daily Weekly

P4 SDET 6+ Weekly Daily

P5 SDET 6+ Weekly Daily

and what are the difficulties of using diff for understanding code changes. A focus group

is good for developing hypotheses that can be further tested by quantitative studies such

as survey and experiments. Third, compared to other qualitative study methods, a focus

group has a relatively low cost.

The goal of the focus group was to answer: (1) In which task contexts do programmers

need to understand code changes? (2) What are difficulties of using program differencing

tools such as diff? and (3) How can LSDiff complement existing uses of program differencing

tools?

With the help of a liaison at the company, we identified a target group consisting of soft-

ware development engineers (including those in testing), technical managers, and software

architects. A screening questionnaire asked the target group about their programming and

software industry experience, their familiarity with Java, how frequently they use diff and

diff-based version control systems, and the size of code bases that they regularly work with.

Appendix I describes the screener questionnaire. All sixteen participants responded to the

questionnaire and five out of them attended the focus group: each had primary development

responsibilities; each had industry experience ranging from 6 to over 30 years; each used

related tools at least weekly; and each reviewed code changes daily except one who did only

weekly. Table 6.4 shows their profile.

Once the focus group participants were targeted, we created a discussion guide to allow a

moderator to thoroughly cover all the necessary topics and questions. The discussion guide

consists of a 5 minute introduction, a 10 minute discussion on the current practice of using

diff, a 10 minute introduction and demonstration of LSDiff, a 5 minute initial evaluation of
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LSDiff, and a 10 minute hands-on trial of reviewing a sample LSDiff output followed by a

15 minute in-depth evaluation of LSDiff. Appendix J shows the entire discussion guide.

The hands-on trial used a sample LSDiff output on carol project revision 430.4 We

chose this change because it is a conceptually simple change based on dispersed textual

modifications of 723 lines across 9 files. LSDiff identified the systematic nature of the

change, inferring 12 rules and 7 facts.

We used CSDiff5 to prepare a regular word-level differencing result as an HTML doc-

ument, in which each modified file is presented as a hyperlink to the new version’s source

file, deleted words are presented with red strike-through, and added words are highlighted

in yellow. We then manually augmented the HTML diff document by creating an overview

of systematic changes using the inferred rules. Each inferred rule was directly translated

to an English sentence and presented as a hyperlink. (See Figure 6.1.) Upon clicking the

hyperlink, a programmer can see the rule’s accuracy, which code elements support the rule,

and which code elements violate the rule. (See below.)

“All host fields in the classes that implement NameService interface got deleted except in the

LmiRegistry class.”

past subtype(”NameService”,t) ∧ past field(f,”host”,t)

⇒ deleted field(f,”host”,t) except t=”LmiRegistry”

Accuracy: (5/6)

deleted field(”CmiRegistry.host”,”host”,”CmiRegistry”)

deleted field(”IIOPCosNaming.host”,”host”,”IIOPCosNaming”)

deleted field(”JRMPRegistry.host”,”host”,”JRMPRegistry”)

deleted field(”JacCosNaming.host”,”host”,”JacCosNaming”)

deleted field(”JeremieRegistry.host”,”host”,”JeremieRegistry”)

Exception: [t=”LmiRegistry”, f=”LmiRegistry.host”]

In addition, by clicking each match, a programmer can navigate to corresponding word-

level differences. (See Figure 6.2.) When the word-level differences are a part of systematic

4http://www.cs.washington.edu/homes/miryung/LSDiff/carol429-430.htm

5http://www.componentsoftware.com/Products/CSDiff/
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changes, the corresponding rule description is inserted as a hyperlink so that a programmer

can navigate to other related code changes. (See line 49 and 50 in Figure 6.2.)

During the focus group, I worked as the moderator of the focus group discussion. We

audio-taped the discussion and had a note-taker transcribe the conversation. Appendix K

shows the transcript of the focus-group discussion.

Our key findings are organized by the questions asked by the moderator.

When do programmers use diff? Programmers often use diff when reviewing other

engineers’ code changes or when resolving a problem report. When the program’s execution

behavior is different from their expectation or when investigating unfamiliar code, program-

mers examine the evolutionary context of the involved code: how the code changed over time

and why it was changed.

“The one that comes up the most frequently is a code review. . .Multiple times a day, someone

makes changes and sends them out so that everybody can see it.”

“In troubleshooting, you get an error and I think the code should be doing this. . . , this

variable is not being set or they did not anticipate these situations. ’Is it that I got a bad input?’

or ’Are they not handled correctly or what?’ . . . The only documentation you have is the code

that you are staring at right there. So you wanna know how the code got to the state that it is

at. ”

“. . . When I’m troubleshooting and trying to figure out what’s wrong with a piece of code,

usually I’d like to know some context about when it changed, cause when something broke on

a certain day, it is nice to find out about what changed at that time.”

“. . . You need to see generational changes; not just this file and that file but how it has

changed over time . . . how it went through a series of change motivations. . . ”

“It’s hard to change something without knowing how it evolved and it is in the state that it

is at.”

What would you like to have in an ideal program differencing tool? Program-

mers would like to see program-wide, explicit, semantic relationships between different

changed files. Many complained that diff’s file-based organization is inadequate for rea-
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soning about related changes. Though organizing changes based on containment hierarchy

information—for example, Eclipse diff’s tree view—is useful to some degree, they believe it

is still inadequate for global changes such as a refactoring that affects multiple files.

“The diff tools that I use, they are all file-oriented. They don’t have notions, which I think

you are trying to address is that, they don’t have semantic relationships between different files.

I want to say ’What did I change due to this problem?’ It might have changed over 300 different

files. I’d like to see not just one file but all 300 files that were included as a part of that. It is

scaling up from a single source file to into spacing in which correlated change took place.”

“. . . You may want to group similar methods together. . . Diff doesn’t help with that and if

a tool was aware of that, that would be great. Not just simple methods added here and there.”

“Let’s say that somebody refactored something, and they took a big chunk of code and

moved it from this file to that file. Looking at this one file, you have no idea about its history

and how it evolved. It evolved over here and then (it) got cut over here and pasted over here.

So it’s like you have no idea, and you have just lost all the contexts. ”

“P4(Perforce) seems to be smart about language-level diffs. It’s not like a typical diff where

it is just a line-level . . . especially when you are doing a merge, it figures out, ‘this is a method

encapsulated here, not just a collection of lines.’ It’s not perfect about recognizing related

changes and it would be nice if it does better.”

In general, the participants thought explicitly representing code elements is important.

Their questions often focused on whether LSDiff accounts for Java language syntax.

“Does it use type information?”

“There goes to my scoping question. All the ints go to longs in a particular class, or a

method, or a package?”

In which task contexts would you use LSDiff? The participants believed that LSDiff

can be used in the situations where they are already using diff such as code reviews, in

particular, when there is a large amount of changes. One testing engineer said he would like

to use LSDiff to understand the evolution of the component that he is writing test cases for

[62, 270].

“This is definitely good for code review. It gives you a lot more context behind the actual
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change.”

“This is definitely a winner tool. It lets you do things that would be so tough to do with diff

that you don’t even try.”

“I write tests for the new XXXXXX SDK, an E-commerce platform SDK. They released a

PR1 and now a PR2. We wrote all our tests against PR1 and now we have to move them to

PR2. How do we figure out those differences? Specifically with testing, this is where this can

be really powerful. You don’t have to go by line by line. . . This will make the tester’s time much

more efficient.”

Strengths of LSDiff The participants believed that LSDiff’s ability to discover excep-

tions can help programmers find missing updates and better understand design decisions.

“This ’except’ thing is great, because there’s always the situation that you are thinking, ‘why

is this one different?’”

“I think a lot of times you’re going to have 50 and 50. These 4 were changed and these

4 weren’t. It just gives you more context. It just tells you that this thing is different for some

reason. You can’t infer the intent of a programmer, but this is pretty close. . . ”

“Tell me if this tool does, it would be really useful if 9 out of 10 got changed, but one

got forgotten. It doesn’t know it got certainly forgotten, but with a high probability that this

instance is kinda against the other ones. In fact, it is a missing change.”

“If I’m going to assume that this was a correct change, it might be interesting for me to

look at the the exceptions and contrast with those. Then I would understand better why these

ones need to change. It’s just more context.”

The participants thought that the change overview based on the inferred rules would

reduce change investigation time. Programmers can start from rules and drill down to

details in a top down manner as opposed to reading changed-lines file by file without having

the context of what they are reading about.

“I guess it is much a higher level of abstraction. . . You may start with the summary of changes

and dive down to detail using a tool like diff. Diff will print out details and this will give you

overall things. It is complementary in different levels. ”

“This and diff have a very little overlap actually. Because this is a different level of abstrac-
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tion, so this differencing is contextual. It is much more complementary to diff. It gives you

condensed information. ”

“And then when you click through to drill down, you know what you’re looking at.”

“You know what to expect. You can minimize the time that you are looking at code.”

“If I am following a code base, I’d like to read the change list or read something like this to

see how it’s changed.”

Limitations of LSDiff The participants were concerned that LSDiff does not identify

cross-language systematic changes such as changing a Java program and subsequently chang-

ing XML configuration files. Some were concerned that LSDiff would not provide much

additional benefits for non-systematic, random, or small changes and that LSDiff may find

uninteresting systematic changes. For example, “all newly added constructors are contained in the

types with a toString() method” is a valid systematic pattern but may be uninteresting to pro-

grammers.

“LSDiff has some awareness of what the file has in it. And you cannot do that with config

files. In fact, I think this would be a great improvement.”

“This will look for relationships that do not exist.”

“This wouldn’t be used if you were just working with one file. If you don’t have rules about

the structure of the file, it does not make sense to use it.”

“This looks great for big architectural changes but I am wondering what it would give you

if you had lots of random changes.”

Overall, our focus group participants were very positive about LSDiff and asked us when

they can use it for their work. They believed that LSDiff can help programmers reason about

related changes effectively and it can allow top-down reasoning of code changes, as opposed

to reading diff outputs without having a high-level context.

“This is cool. I’d use it if we had one.”

“This is a definitely winner tool.”
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6.4 Assessments

Subject Programs. We applied LSDiff to two open source projects, carol and dnsjava,

and to LSDiff itself. We selected these programs because their medium code size (up to

30 KLOC) allowed us to manually analyze changes in these programs in detail. Carol is a

library that allows clients to use different remote method invocation implementations. From

its version control system, we selected 10 version pairs with check-in comments that indicate

non-trivial changes. Its size ranged from 10800 LOC to 29050 LOC and from 90 files to

190 files. Dnsjava is an implementation of domain name services in Java. From its release

archive, we selected 29 version pairs. Its program size ranged from 5080 LOC to 14500 LOC

and from 40 files to 83 files. We also selected LSDiff’s first 10 versions pairs—revisions that

are at least 8 hours apart and committed by different authors. Its program size ranged from

15651 LOC to 16897 LOC and from 93 files to 101 files.

6.4.1 Comparison with Structural Delta

We compared LSDiff’s result (LSD) with ∆FB because ∆FB represents what an existing

program differencing approach would produce at the same abstraction level. The goal of

this comparison is to answer the following questions:

(1) How often do individual changes form systematic change patterns? LSDiff is based on

the observation that high-level changes are often systematic at a code level. To understand

how often this observation holds true in practice, we measured coverage, the percentage of

facts in ∆FB explained by inferred rules: # of facts matched by rules / ∆FB. For example,

when 10 rules explain 90 facts out of 100 facts in ∆FB, the coverage of rules is 90%.

(2) How concisely does LSDiff describe structural differences by inferring rules in compar-

ison to an existing differencing approach that computes differences without any structure?

We measured conciseness improvement: ∆FB / (# rules + # facts). For example, when 4

rules and 16 remaining facts explain all 100 facts in ∆FB, LSD improves conciseness by a

factor of 5.

(3) How much contextual information does LSDiff find from unchanged code fragments?

We believe that analyzing the entire snapshot of both versions instead of only deleted and
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Table 6.5: Comparison with ∆FB

FBo FBn ∆FB Rule Fact Coverage Conciseness Additional Facts

Carol

Min 3080 3452 15 1 3 59% 2.3 0.0

Max 10746 10610 1812 36 71 98% 27.5 19.0

Median 9615 9635 97 5 16 87% 5.8 4.0

Avg 8913 8959 426 10 20 85% 9.9 5.5

dnsjava

Min 3109 3159 4 0 2 0% 1.0 0.0

Max 7200 7204 1500 36 201 98% 36.1 91.0

Median 4817 5096 168 3 24 88% 4.8 0.0

Avg 5144 5287 340 8 37 73% 8.4 14.9

LSDiff

Min 8315 8500 2 0 2 0% 1.0 0.0

Max 9042 9042 396 6 54 97% 28.9 12.0

Median 8732 8756 142 1 11 91% 9.8 0.0

Avg 8712 8783 172 2 17 68% 11.2 2.3

Median 6650 6712 132 2 17 89% 7.3 0.0

Avg 6632 6732 302 7 27 75% 9.3 9.7

added text can discover relevant contextual information, reducing a programmer’s burden

of examining code that surrounds deleted or added text. We measured how many additional

facts LSDiff finds by analyzing all three fact-bases as opposed to only ∆FB: # facts in FBo

and FBn that are mentioned by the rules but are not contained in ∆FB. For example, the

second rule in Table 6.2 refers to three additional facts subtype(“Car”,“BMW”), subtype(“Car”,

“GM”) and subtype(“Car”, “Kia”).

Table 6.5 shows the results for the three data sets with the default parameter settings

m=3, a=0.75, k=2. (Section 5.3.4 describes how varying these parameters affects the

results.) On average, 75% of facts in ∆FB are covered by inferred rules; this implies that

75% of structural differences form higher-level systematic change patterns. Inferring rules

improves the conciseness measure by a factor of 9.3 on average. LSDiff finds an average of

9.7 more facts than ∆FB.
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Table 6.6: Comparison with textual delta (1)

Textual Delta LSD

Files CLOC Hunk % Rule Fact

Version + - X Total Touched

carol (carol.objectweb.org)

62-63 7 1 13 21 2151 44 19% 12 71

128-129 0 0 10 10 164 11 7% 1 4

289-290 0 0 1 1 67 9 1% 2 3

387-388 0 0 12 12 528 107 7% 7 21

388-389 0 0 12 12 90 31 7% 3 4

421-422 3 0 11 14 4313 131 7% 36 30

429-430 2 0 7 9 723 71 4% 12 7

480-481 6 4 25 35 3032 132 17% 24 29

547-548 1 0 5 6 90 11 3% 1 10

576-577 4 2 4 10 1133 27 4% 1 25

MED 2 0 11 11 626 38 7% 5 16

AVG 2 1 10 13 1229 57 8% 10 20

LSDiff

3-4 2 0 6 8 747 33 7% 3 23

4-13 5 0 5 10 563 13 8% 0 13

13-20 1 0 5 6 276 10 5% 0 8

20-21 0 5 6 11 637 37 9% 6 19

21-26 0 0 6 6 60 10 6% 1 6

26-27 0 0 3 3 31 3 3% 0 0

27-28 0 0 2 2 96 17 2% 0 2

28-34 0 0 4 4 178 28 4% 1 54

34-36 1 0 7 8 344 39 8% 2 8

36-39 0 0 2 2 9 2 2% 0 0

MED 0 0 5 6 227 15 6% 1 8

AVG 1 1 5 6 294 19 5% 1 13
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Table 6.7: Comparison with textual delta (2)

Textual Delta LSD

Files CLOC Hunk % Rule Fact

Version + - X Total Touched

dnsjava (www.dnsjava.org)

0.1-0.2 1 0 5 6 137 17 14% 1 17

0.2-0.3 8 0 28 36 1120 134 73% 3 21

0.3-0.4 1 1 24 26 711 45 52% 3 35

0.4-0.5 3 2 25 30 978 95 57% 31 37

0.5-0.6 0 0 9 9 272 45 18% 6 29

0.6-0.7 6 0 10 16 1052 40 25% 5 53

0.7-0.8 6 1 16 23 1354 78 34% 23 46

0.8-0.8.1 0 0 3 3 27 3 5% 1 2

0.8.1-0.8.2 0 0 42 42 1519 344 70% 19 55

0.8.2-0.8.3 0 0 6 6 307 40 10% 1 45

0.9-0.9.1 1 2 6 9 553 30 13% 0 13

0.9.1-0.9.2 58 56 3 117 15915 115 100% 21 55

0.9.2-0.9.3 0 0 1 1 5 1 2% 0 0

0.9.3-0.9.4 0 0 1 1 9 1 2% 0 0

0.9.4-0.9.5 0 0 4 4 307 16 7% 0 5

0.9.5-1.0 3 0 61 64 1181 105 100% 9 43

1.0-1.0.1 0 0 6 6 52 11 9% 0 10

1.0.1-1.0.2 0 0 13 13 457 47 20% 4 36

1.0.2-1.1 16 2 35 53 3362 264 62% 29 174

1.1-1.1.1 1 0 13 14 413 29 17% 4 13

1.1.1-1.1.2 0 0 5 5 26 6 6% 0 6

1.1.2-1.1.3 2 0 2 4 240 10 4% 0 10

1.1.3-1.1.4 0 0 3 3 47 11 4% 0 5

1.1.4-1.1.5 0 0 8 8 354 41 10% 11 24

1.1.5-1.1.6 1 0 8 9 271 14 10% 0 7

1.1.6-1.2.0 2 1 21 24 2150 208 27% 36 201

1.2.0-1.2.1 0 0 28 28 323 56 34% 10 23

1.2.1-1.2.2 0 0 14 14 436 72 17% 3 31

1.2.2-1.2.3 0 0 4 4 36 8 5% 0 4

MED 0 0 8 9 354 40 17% 3 23

AVG 4 2 14 20 1159 65 28% 8 34

AVG 3 2 11 16 997 54 19% 7 27
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6.4.2 Comparison with Textual Delta.

In practice, programmers often use diff and read programmer-provided descriptions such as

check-in comments or change logs. It is infeasible to directly compare LSDiff results (LSD)

with traditional diff results (TD) and change descriptions. Diff computes textual differences

while LSDiff computes only structural differences, and change descriptions are often missing,

hard to trace back to a program, and in free-form. Thus, our goal is not to directly compare

them but to understand when LSDs complement TDs and change descriptions. For this

investigation, we built a viewer that visualizes each rule with diff outputs, similar to what

is shown in Figure 6.1 and Figure 6.2.

Table 6.6 and Table 6.7 show quantitative comparison results. CLOC represents the

number of added, deleted, and changed lines. Hunk represents the number of blocks with

consecutive line changes, and % Touched represents the percentage of files that programmers

must inspect to examine the change completely out of the total number of files in both

versions. It is computed as (# added files + # deleted files + 2 × # changed files ) / (

total # files in both versions). The more hunks there are and the higher the percentage of

touched files is, generally the harder it is to inspect a TD.

While the average TD for carol has over 1200 lines of changes across 13 different files,

LSD represents these changes as roughly 10 rules and 20 facts. While the average TD for

dnsjava has over 1100 lines across 20 different files, the average LSD has 8 rules and 34

facts. For our own program, while the average TD has about 300 lines of changes across

6 files, the average LSD has 1 rule and 13 facts. Overall, while an average textual delta

consists of 997 lines of change scattered across 16 files, our LSD reports an average of 7

rules and 27 facts, relatively smaller than an equivalent textual delta.

The benefits of LSD appear to depend heavily on how systematic the change is. (See

Table 6.8). When changes are structurally systematic—e.g., refactoring, feature addition

and removal, dependency addition and removal, constant pool migration—LSDs contain

only a few rules and facts even if TDs contain a large number of hunks scattered across

many files. Consider the change in carol 429-430, “Common methods go in an abstract

class, Easier to extend/maintain/fix.” If a programmer intends to understand whether this
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change is truly an extract superclass refactoring and whether the refactoring was completed,

she needs to examine over 700 lines across 9 files. On the other hand, LSD summarizes

this change using only 12 rules and 7 facts and provides concrete information about the

refactoring—AbsRegistry was created by pulling up host related fields and methods from the

classes implementing NameSvc interface except for LmiRegistry. Consider another change in

carol 128-129, “Bug fix, port number trace problem.” To understand how the bug was fixed,

a programmer needs to read over 150 lines scattered across 10 files. Our LSD represents

the same change with only 1 rule and 4 facts—getPort methods were added to six different

classes and they were invoked from a tracer module, TraceCarol. If a programmer examines

the LSD before reading the TD, upon inspecting one corresponding file, she can probably

skip five other files that include getPort.

When several different systematic changes are mixed with many random non-systematic

changes, LSDs tend to contain many rules and facts. Despite a large amount of informa-

tion in those LSDs, we believe LSDs can still complement scattered and verbose TDs by

providing an overview of systematic changes, helping programmers focus on remaining non-

systematic changes instead. For instance, a programmer may find the TD for carol 421-422

overwhelming since it includes more than 4000 lines of changes across 14 files. In this case,

LSD rules can help programmers quickly understand the systematic changes—modifying

exception handling to use NamingExceptionHelper and creating a superclass AbsContext by ex-

tracting common methods from Context classes—and focus on other changes instead.

In several cases, TD shows some changes but LSD is empty because LSD does not model

differences in comments, control logic, and temporal logic. For example, the LSD for dnsjava

0.9.2-0.9.3 is empty because the code change includes only one added if statement and does

not incur changes in structural dependencies.

Overall, our comparison shows that the more systematic code changes are, the smaller

number of rules and facts LSDs include. On the other hand, TDs may be scattered across

many files and hunks even if the change is structurally homogeneous and systematic. Con-

sistent with our focus on systematic changes, when the change is very small or completely

random, LSDiff provides little additional benefits.
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6.4.3 Comparison with Programmer-Provided Change Descriptions.

Programmers often write check-in comments or update a change log file to convey their

change intentions. To understand how LSDs and change descriptions complement each

other, we compared LSDs with check-in comments (carol and LSDiff) and change logs (dns-

java). For this comparison, we examined and interpreted all LSD rules and facts and then

traced them to corresponding sentences in the change description. Table 6.8 and Table 6.9

show the comparison results.

In many cases, although change descriptions hint at systematic changes, they do not

provide much detail. For example, the check-in comment for carol 62-63—“a new simplified

configuration mechanism”—does not indicate which classes implement the new configura-

tion mechanism. LSD rules show that CarolConfiguration added many fields to be used by

loadCarolConfiguration, and CarolDefaultValues deleted all Properties type fields.

In some cases, change comments and LSDs agree on the same information with a similar

level of detail. For example, in dnsjava 1.0.2-1.1, both the LSD and the change log describe

that sendAsync methods return Object instead of int. In some other cases, LSDs and change

descriptions discuss different aspects of change. For instance, the change comments for carol

480-481 refer to email discussions on the design of new APIs and include code examples

while LSD provides implementation details such as the use of Iterator instead of Enumeration.

Because change descriptions are free-form, they can contain any kind of information at

any level of detail; however, it is often incomplete or too verbose. More importantly, it is

generally hard to trace back to a program. We believe that LSDs can complement change

descriptions by providing concrete information that can be traced to code.

6.5 Discussion

6.5.1 Impact of Input Parameters.

The input parameters, m (the minimum number of facts a rule must match), a (the minimum

accuracy), and k (the maximum number of literals a rule can have in its antecedent) define

which rules should be considered in the output. To understand how varying these parameters

affects our results, we varied m from 1 to 5, a from 0.5 to 1 with an increment of 0.125, and
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Table 6.10: Impact of varying input parameters

Rule Fact Cvrg. Csc. Ad’l. Time(Min)

1 39.6 0 100% 7.4 10.1 2.0

2 14.6 13.1 92% 10.6 7.4 11.2

m 3 9.9 20.4 85% 9.9 5.5 9.1

4 7.7 25.7 82% 9.1 5.4 8.7

5 5.7 30 80% 8.5 3.5 7.8

0.5 11.1 15.6 89% 10.6 2.1 6.8

0.625 9.7 17.2 88% 11.0 4.0 7.3

a 0.75 9.9 20.4 85% 9.9 5.5 9.0

0.875 10.8 24.2 78% 8.6 9.1 12.7

1 13.3 26.2 78% 7.9 12.5 16.5

k 1 7.5 33.8 78% 7.2 0.4 0.7

2 9.9 20.4 85% 9.9 5.5 9.1

k from 1 to 2. Table 6.10 shows the results in terms of average for the carol data set.

When m is 1, all facts in ∆FB are covered by rules by definition. As m increases, fewer

rules are found and they cover fewer facts in ∆FB.

As a increases, a smaller proportion of exceptions is allowed per rule; thus, our algorithm

finds more rules each of which covers a smaller proportion of the facts, decreasing the

conciseness and coverage measures.

Changing k from 1 to 2 allows our algorithm to find more rules and improves the addi-

tional information measure from 0.4 to 5.5 by considering unchanged code fragments that

are further away from changed code. With our current tool, we were not able to experiment

with k greater than 2 because the large rule search space led to a very long running time.

In the future, we plan to explore using Alchemy—a state-of-the-art first order logic rule

learner developed at the University of Washington [171]—to find rules more efficiently.

6.5.2 Threats to Validity.

In terms of our focus group study, though it is common to commission an external, profes-

sional research vendor, I designed the discussion guide and took a moderator role due to
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the difficulty of finding a vendor with similar expertise in program differencing tools. The

moderator’s intimate knowledge and bias towards LSDiff may have led the participants to

support the moderator’s views. Though conducting multiple focus groups and contrasting

them is encouraged, we conducted only a single focus group. Furthermore, the participants’

view may be biased to practices in their organization—where code reviews are often done

by emails.

In terms of internal validity, the inferred rules are incomplete in nature as they depend

on both input parameter settings and the predefined rule styles (Table 6.3). We need to

investigate further about what other types of systematic changes that LSDiff does not cover

and how frequent they are.

As some participants in the focus group pointed out, LSDiff may report systematic

changes that are not of interest to the programmer. Determining the frequency and cost

of such false positives is beyond the scope of our work-to-date largely because it is heavily

dependent on tasks, projects and programmers. Resolving this will likely take in-depth

evaluations of LSDiff in the context of real development tasks; these evaluations will need

to consider how to distinguish uninteresting patterns from unanticipated but interesting

patterns.

In terms of external validity, although our assessment in Section 6.4 provides a valuable

illustration of how LSDiff can complement existing uses of diff, our findings may not gen-

eralize to other data sets. We need further investigations into how a program size and the

gap between program versions affect LSDiff results.

6.6 Application of Change-Rules

Our inferred change-rules represent program differences in a concise and comprehensible

form and also make it easier for programmers to note inconsistencies in code changes. This

allows them to serve as a basis for many software engineering applications. We sketch several

such applications and include motivating examples from our study. Some of the example

rules below are slightly modified for presentation purposes.



165

Finding Bugs While examining the inferred API change-rules, we found that the excep-

tions of change-rules often signal a bug arising from incomplete or inconsistent changes. For

example, the rule

• for all x:method-header in J*.addTitle(*)

except JThermometer.addTitle(Title)

procedureReplace(x, addTitle, addSubtitle)

[ Interpretation: All methods with a name “J*.addTitle(*)” changed their procedure name from addTitle to

addSubtitle except the JThermometer.addTitle(Title) method. ]

has one exception, which indicates that a programmer misspelled addSubtitle to addSubitle

when modifying the addTitle method of JThermometer, which is a subclass of JFreeChart. This

misspelling causes dynamic dispatching to JThermometer not to function properly because

addSubtitle is no longer overridden.

As another example, consider the following two API change-rules, in which the second

one is found one release after the first one. We suspect that a programmer fixed only two

out of the three problems, leaving one bug.

• for all x:method-header in *.draw(*, Key, *)

except { HorizontalBar, VerticalBar, StatBar }

argReplace(x, Key, Category)

[ Interpretation: All methods with a name “*.draw(*, Key, *)” changed a Key type input argument to a

Category type argument. ]

• for all x:method-header in *Bar.draw(*, Key, *)

except { VerticalBar }

argReplace(x, Key, Category)

[ Interpretation: All methods with a name “*Bar.draw(*, Key, *)” changed a Key type input argument to a

Category type argument. ]

A similar idea that detects potential errors from inferred refactorings has been explored

by Görg and Weißgerber [106]. However, they check only a predefined set of refactoring

consistency patterns.
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Empirical Software Evolution Analysis Our inferred API change-rules can be used

for understanding API evolution. For example, the following rule describes that Shape type

in some APIs were removed to hide unnecessary details from clients.

• for all x:method-header in chart.*.*(Graphic, *, Shape)

argDelete(x, Shape)

[ Interpretation: All methods with a name “chart.*.*(Graphic, *, Shape)” deleted Shape type arguments in

their input signature. ]

Furthermore, inferred change-rules may reveal volatility of some API changes. In the

following example, the first rule shows that the use of Category type was replaced by [Key,

int] type. In the next release, the same change was quickly reversed.

• for all x:method-header in *.*.*(Category)

inputSignatureReplace(x,[Category],[Key, int])

[ Interpretation: All methods with a name “*.*.*(Category)” changed their input signature from one Category

type argument to a tuple of (Key, int). ]

• for all x:method-header in *.*.*(Key, int)

inputSignatureReplace(x,[Key, int],[Category])

[ Interpretation: All methods with a name “*.*.*(Key, int)” changed its input signature from a tuple of (Key,

int) to a Category type argument. ]

Checking Dependency Creation and Removal When team leads review a patch, they

often wonder whether a new dependency is unexpectedly introduced or whether existing

dependencies are completely removed as intended. In our study, we have found many

inferred LSDiff rules clearly show such dependency creation and removal; for example, the

following two rules show that all call dependencies to NamingHelper are newly introduced and

that all accesses to JNI.URL in the old version are completely removed.

• current calls(m, “NamingHelper()”) ⇒ added calls(m, “NamingHelper()”)

[ Interpretation: All method-calls to the NamingHelper method in the new version are new. ]

• past accesses(“JNI.URL”, m)⇒deleted accesses(“JNI.URL”, m)

[ Interpretation: All methods that accessed the JNI.URL field deleted the accesses to the JNI.URL field. ]
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Identifying Related Changes Programmers often need to sort out mixed logical changes

because some programmers commit unrelated changes together. Our inferred LSDiff rules

can help identify related changes by showing the common characteristics of co-changed code.

Consider dnsjava release 0.6-0.7; there are two added classes, Cache and CacheResponse, and

three added methods in RRSet. Despite its change comment, “DNS.dns uses Cache,” it is

not clear whether all added code fragments implement the cache feature. The following rule

shows that the three methods are indeed a part of cache feature because they are called by

Cache.addRRSet.

• current calls(“Cache.addRRSet”, m)⇒added method(m,“RRset”)

[ Interpretation: All methods that are called from the Cache.addRRSet method are new methods. ]

6.7 Summary of Logical Structural Diff

LSDiff discovers and represents systematic structural differences as logic rules. Each rule

concisely describes a group of changes that share similar structural characteristics and notes

anomalies to systematic change patterns.

Through a focus group study with professional software engineers, we assessed LSDiff’s

potential benefits and studied when and how LSDiff can complement existing program

differencing tools. Our study participants believe that the grouping of related systematic

changes can complement diff’s file-based organization and the detection of anomalies can

help programmers discover potential missed updates.

In addition, we quantitatively compared LSDiff results with what an existing program

differencing approach would produce at the same abstraction level; LSDiff produces 9.3

times more concise results and finds 9.7 additional structural facts that cannot be found by

looking at the code that changed between versions.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

Section 7.1 summarizes this dissertation’s contributions, and Section 7.2 describes future

research ideas.

7.1 Summary of Contributions

To help programmers reason about software changes at a high-level, this dissertation intro-

duced a program differencing approach that extracts high-level change descriptions.

Based on the insight that high-level changes often require systematic code-level changes,

our approach discovers and represents systematic code changes as first order logic rules. The

core of this approach is novel rule-based representations that explicitly capture systematic

changes and corresponding rule-inference algorithms that automatically discover such rules

from two program versions. This approach is instantiated at two abstraction levels: first at a

method-header level and then at the level of code elements and their structural dependencies.

This rule-based change inference approach has been assessed both quantitatively and

qualitatively through its application to multiple open source projects’ change history and

through a focus group study with professional developers from a large E-commerce company.

The participants’ comments show that our approach is promising both as a complement to

diff’s file-based approach and also as a way to help programmers discover potential bugs

by identifying exceptions to inferred systematic changes. The quantitative assessments

show that our API change-rule inference produces 22–77% more concise matching results

compared to other method level matching tools and refactoring reconstruction tools. Our

LSDiff produces 9.3 times more concise results by identifying 75% of structural differences

as systematic changes compared to an existing program differencing approach.
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7.2 Future Work

Improvement of Logical Structural Diff Logic rules are not always easy to read by

developers; as it is fairly mechanical to translate inferred rules to English sentences, we plan

to build a rule translator.1

Our empirical studies of rules indicate that there is a need for even higher-order represen-

tations beyond rules; for example, complex refactorings and design pattern changes are often

described as a collection of related rules. We intend to build a higher-order representation

and a clustering algorithm that discovers sets of related rules.

Exploiting Change Semantics and Structures We plan to use change-rules as a

foundation to approach problems in release planning, regression testing, and cost estimation.

In particular, we are interested in research questions including the following: By reasoning

about temporal and structural dependencies among program deltas, can we assist software

engineers in identifying the unit of logical software changes. How can we better select and

prioritize regression tests by exploiting the homogeneity and heterogeneity found in program

changes? Can we better estimate software change cost using the semantic structure of past

similar changes?

Past empirical studies of software evolution have primarily focused on quantitative and

statistical analyses of a program over multiple versions, largely ignoring the structure and

semantics of software changes between versions. How do such studies compare with quali-

tative studies of software evolution using inferred rules? We believe that the homogeneity

and heterogeneity found in program changes may shed light on the problem of assessing

software quality. In particular, we plan to use LSDiff to build a better understanding of

the frequency and characteristics of systematic changes. For example, it may be feasible

to run experiments to assess how often systematic changes are aligned with a containment

hierarchy, with crosscutting changes, with refactorings, or indeed with none of these known

kinds of systematic change.

1In this dissertation, english rule descriptions were produced manually.
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Beyond Source Code Level Change-Rules We will investigate software changes from

various angles such as abstraction level, time, behavior, and type of software artifact. (1)

The notion of a program delta must be extended from “between two versions” to “across a

series of versions” as programmers often complete a single logical change in phases or submit

several unrelated changes in a single check-in. (2) How should we identify and represent

differences in run-time behavior caused by a program change? While we have a common

vocabulary for describing different types of source code changes, such as ‘refactoring’ and

‘crosscutting changes,’ there is a lack of common vocabulary for run-time behavior changes.

How can we categorize and describe run-time behavior changes? Is there also structure in

behavioral differences? Can we extend existing run-time behavior capturing techniques such

as dynamic invariants or path spectra? (3) We plan to investigate changes in requirement

models and architecture diagrams. Automatically checking consistency between different

abstractions of software changes may bridge the gap between how software architects plan

changes and how programmers implement source-level changes.

Actively Leveraging Historical Information Explicitly capturing the semantics of a

program delta will not only help programmers in their daily tasks but also enable software

engineering research to leverage historical information. Our goal is to avoid redundancies

in re-analyzing and re-testing changed programs. The envisioned analysis technique will

be more efficient than traditional program analyses by leveraging two types of information,

which are not actively used in software engineering research: (1) history-based approxima-

tion of a program’s behavior and (2) program delta semantics. For example, suppose that

there is 90% confidence that a variable foo never pointed to bar in the past revisions and

the code modification does not involve a direct assignment to foo; when time is limited for a

whole program analysis, our analysis algorithm will use historical knowledge about aliasing

relations and delta semantics to produce an approximated result.

History can help us learn which decisions are good and which decisions are bad. We see

tremendous potential in using change history to help programmers make better decisions.

First, inspired by our clone genealogy analysis, we plan to build a software economics model

and a refactoring reminder that can suggest to programmers when to refactor duplicated
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code to maximize their return on refactoring investment. Second, we envision a tool that

suggests how to redesign software by identifying design decisions that were intended to be

encapsulated but were later inadvertently exposed to other modules.

Coping with Redundancies in Software Evolution There are many redundancies in

software development: redundant code edits, redundant bug reports and subsequent efforts

of triaging them, redundant efforts in deployment and configuration, etc. We believe that

such redundancies are exacerbated in collaborative software development, where one devel-

oper’s effort is not captured and reused by other developers. We would like to study in which

task contexts redundancies occur frequently, which types of redundancies are inherent, and

which types of redundancies can be avoided. Based on these studies, we will build software

engineering tools that actively capture developer efforts, recognize their redundancies, and

save the reusable efforts for later uses.
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Appendix A

COPY AND PASTE STUDY: EDIT LOG FORMAT

This chapter describes an edit log file format used by the logger and the replayer, which

we developed for studying copy and paste programming practices (Chapter 3). The logger

creates an XML file when an Eclipse IDE starts. It creates an initial document node for

each active editor in the Eclipse workbench and records its content snapshot. For each

editing command, it creates a command node with (1) its type, COPY, CUT, PASTE,

UNDO, REDO, or DELETE; (2) the file name of an edited document; (3) the range of

selected text; (4) the length and offset of text entry; (5) the content of inserted text and

selected text; and (6) a time stamp. For each keystroke, it creates a typing node with (1)

its type, TYPING or BACKSPACE; (2) the file name of an edited document; and (3) the

length, offset, and content of inserted text. When a programmer closes the Eclipse IDE,

the logger creates a final document node to save the editor’s final snapshot. A sample log

file is included below.

<e d i t l o g>

<i n i t i a l d o cumen t f i l e="/PolyGlot /com/xj/XJImpl.java">

XJImpl . java content .</ in i t i a l d o cumen t>

<command f i l e="/PolyGlot /ext/xj/ast/GeneratedMethodInstance.java" type="COPY">

<s e l e c t i o n end l in e="33" l ength="119" o f f s e t="893" s t a r t l i n e="32">

// pub l i c void s e r i a l i z e ( PrintStream stream ) throws IOException ;

pub l i c s t a t i c GeneratedMethodInstance SERIALIZE ;</ s e l e c t i o n>

<timestamp>Mon Aug 18 10 : 55 : 48 EDT 2003</timestamp>

</command>

<command f i l e="/PolyGlot /ext/xj/ast/GeneratedMethodInstance.java"

l ength="0" o f f s e t="1012" textLength="119" type="PASTE">

<s e l e c t i o n end l in e="33" l ength="0" o f f s e t="1012" s t a r t l i n e="34"></ s e l e c t i o n>

<timestamp>Mon Aug 18 10 : 55 : 49 EDT 2003</timestamp>

// pub l i c void s e r i a l i z e ( PrintStream stream ) throws IOException ;

pub l i c s t a t i c GeneratedMethodInstance SERIALIZE ;
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</command>

<command f i l e="/PolyGlot /polyglot /ext/xj/ast/GeneratedMethodInstance.java"

l ength="19" o f f s e t="1060" textLength="0" type="DELETE">

<s e l e c t i o n end l in e="34" l ength="19" o f f s e t="1060" s t a r t l i n e="34">

throws IOException</ s e l e c t i o n>

<timestamp>Mon Aug 18 10 : 56 : 13 EDT 2003</timestamp>

</command>

<typ ing f i l e="/PolyGlot /ext/xj/ast/GeneratedMethodInstance.java"

l ength="0" o f f s e t="1058" t e x t l eng th="1" type="TYPING">t</ typ ing>

<typ ing f i l e="/PolyGlot /polyglot /ext/xj/ast/GeneratedMethodInstance.java"

l ength="1" o f f s e t="1045" t e x t l eng th="0" type="BACKSPACE "></ typ ing>

<f ina l document f i l e="/PolyGlot /polyglot /ext/jl/types/TypeSystemc .java">

. . . TypeSystemc . java content

</ f inal document>

</ e d i t l o g>
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Appendix B

COPY AND PASTE STUDY: CODING SESSION ANALYSIS NOTE

This appendix contains an experimenter’s note excerpt for one of the coding sessions.

Date: Mon, August 18th

Time : Mon Aug 18 10:55:48 EDT 2003 Mon Aug 18 10:58:36 EDT 2003

Participant: **** ******

Task and Objective: Adding the functionality called INSERT AT END.

Direct Observation: No

Instrumented Observation: Yes

Statistics: Available

Intention: A programmer copied A and pasted as B as A and B are semantically parallel concerns.

Inside ****.java file, there are three functions. The system had two existing functions LOAD

LOCAL, SERIALIZE that are similar to INSERT AT END.

At Event 1: Inside public class GeneratedMethodInstance

// public static XMLNode load(String localFilename) throws IOException;

public static GeneratedMethodInstance LOAD LOCAL;

!!
//

!!!!!!!!!
public

!!!!!
void

!!!!!!!!!!!!!!!!!!!!!!
serialize(PrintStream

!!!!!!!!!
stream)

!!!!!!!
throws

!!!!!!!!!!!!!
IOException;

!!!!!!
public

!!!!!!!!
static

!!!!!!!!!!!!!!!!!!!!!!!!
GeneratedMethodInstance

!!!!!!!!!!!!
SERIALIZE;

!

// public void insertAtEnd(Element newElement);

public static GeneratedMethodInstance INSERT AT END;

At Event 53: Inside public static void initialize(XJTypeSystem ts)

assert(LOAD LOCAL == null);

Flags publicStatic = Flags.PUBLIC.Static();

GeneratedClassType root = GeneratedClassType.getRoot();

LOAD LOCAL =

new GeneratedMethodInstance(

ts,
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root,

publicStatic,

root, //return type

"load", //name

Collections.singletonList(ts.String()), //arguments

Collections.singletonList(ts.IOException())); //Exceptions

!!!!!!!!!!
SERIALIZE

!!
=

!!!
new

!!!!!!!!!!!!!!!!!!!!!!!!!
GeneratedMethodInstance(

!!!
ts,

!!!!!
root,

!!!!!!!!!!!!!
Flags.PUBLIC,

!!!!!!!!!!!!!!!!!!
ts.Void(),

!!!!!!!!!!!
//return

!!!!!!
type

!

!!!!!!!!!!!!
"serialize",

!!!!!!!
//name

!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Collections.singletonList(ts.PrintStream()),

!!!!!!!!!!!!!
//arguments

!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Collections.singletonList(ts.IOException());

!!!!!!!!!!!!!!
//Exceptions

INSERT AT END =

new GeneratedMethodInstance(

ts,

root,

Flags.PUBLIC,

ts.Void(), //return type

"insertAtEnd", //name

Collections.singletonList(root), //arguments

Collections.singletonList(EMPTY LIST); //Exceptions

}

At Event 83: Inside GeneratedClassType.java: public static void initStatic(XJTypeSystem c

ts, Package gp)

assert(ts != null && gp != null);

assert(s root == null);

s ts = ts;

s package = gp;

//s allElemClasses = new ArrayList(15);

s root = new ElementClass(Position.COMPILER GENERATED);

s root.name = "XMLNode";

s rootnode =
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ts.lang.nodeFactory().CanonicalTypeNode(

Position.COMPILER GENERATED,

s root);

GeneratedMethodInstance.initialize(ts);

s root.addMethod(GeneratedMethodInstance.LOAD LOCAL);

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
s root.addMethod(GeneratedMethodInstance.SERIALIZE);

s root.addMethod(GeneratedMethodInstance. INSERT AT END);

}
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Table B.1: Copy and paste statistics

Type SubType Count Avg Text Length

Operation 11

Copy 3 144.33

Cut 0

Delete 3 17

Paste 5 149.8

Redo 0

Undo 0

Typing 79 1.3544

SingleType 71 1

MutipleType 3 12

Backspace 5
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Appendix C

COPY AND PASTE STUDY: AFFINITY DIAGRAMS

This chapter contains detailed sub parts of the affinity diagram in Figure 3.1. In these

diagrams, light-yellow post-its represent C&P instance notes. Green post-its represent se-

lected illustrating examples. Red post-its describe potential maintenance problems asso-

ciated with the particular C&P patterns. Purple, blue, and yellow post-its respectively

describe the first, second, and third level header-cards.
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Appendix D

CLONE GENEALOGY STUDY: MODEL IN ALLOY CODE

module clonelineage

open std/ord

sig Text{}

fun similarhigh (t1:Text,t2:Text) {

t1=t2 // exactly the same

}

fun similar (t1:Text,t2:Text) {

#OrdPrevs(t1) = #OrdPrevs(t2) +1 || #OrdPrevs(t2) = #OrdPrevs(t1)+1 // similar

}

fun notsimilar (t1:Text, t2:Text) {

! similarhigh(t1,t2) && !similar(t1,t2) // not similar

}

//test functions

run similarhigh for 3

run similar for 3

run notsimilar for 3

sig Location{}

fun overlaphigh (o1:Location,o2:Location) {

o1=o2 // exactly the same location

}

fun overlap (o1:Location,o2:Location) {

#OrdPrevs(o1) = # OrdPrevs(o2) +1 || #OrdPrevs(o2) = #OrdPrevs(o1)+1 // partially overlap

}

fun notoverlap (o1:Location, o2:Location) {

! overlaphigh(o1,o2) &&

!overlap(o1,o2) // does not overlap at all

}
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// test functions

run overlaphigh for 3

run overlap for 3

run notoverlap for 3

// code is identified with its text and its location

sig Code{

text: Text,

location: Location

}

// clone group is a set of code with the same text within a clone group,

// every code has a unique location.

sig Group{

group: set Code

}{

all c1,c2:Code | c1 in group && c2 in group => c1.text = c2.text

# group > 1

all disj c1,c2:Code | c1 in group && c2 in group => c1.location!=c2.location

}

// clone relationship is defined between one clone group in a old version and

// one clone groiup in a new version.

sig Relationship {

new : Group,

old : Group

}{

new!=old

}

// clone genealogy is a graph which describes evolution of a code snippet. this graph

// is a direct graph where all nodes are connected by at least one edge if edges are present.

sig Genealogy {

nodes : set Group,

edges : set Relationship

}{
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#nodes >0

#nodes>1 => (nodes = edges.new+edges.old)

}

fun testlineage () {

Genealogy= univ[Genealogy]

}

// evolution patterns

fun SAME (r:Relationship){

similarhigh(r.new.group.text,r.old.group.text)

all csn:Code | some cso:Code | csn in r.new.group =>

cso in r.old.group && overlaphigh(csn.location,cso.location)

all cso:Code | some csn:Code | cso in r.old.group =>

csn in r.new.group && overlaphigh(csn.location,cso.location)

}

//run SAME for 5

fun SHIFT (r:Relationship) {

similarhigh(r.new.group.text,r.old.group.text)

some csn:Code | some cso:Code | csn in r.new.group

&& cso in r.old.group && overlap(csn.location,cso.location)

}

//run SHIFT for 5

fun ADD (r:Relationship) {

(similarhigh(r.new.group.text, r.old.group.text) ||

similar(r.new.group.text,r.old.group.text))

some csn:Code | all cso:Code | cso in r.old.group =>

csn in r.new.group && notoverlap(csn.location,cso.location)

}

//run ADD for 5

fun SUBTRACT(r:Relationship) {

(similarhigh(r.new.group.text, r.old.group.text) ||

similar(r.new.group.text,r.old.group.text))

some cso:Code | all csn:Code | csn in r.new.group =>
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cso in r.old.group && notoverlap(csn.location,cso.location)

}

//run SUBTRACT for 5

fun CONSISTENT(r:Relationship) {

similar(r.new.group.text,r.old.group.text)

all cso:Code | some csn:Code | cso in r.old.group => csn in r.new.group &&

(overlap(csn.location,cso.location) || overlaphigh(csn.location,cso.location))

}

//run CONSISTENT for 5

fun INCONSISTENT(r:Relationship) {

similar(r.new.group.text,r.old.group.text)

some cso:Code | all csn:Code | csn in r.new.group =>

cso in r.old.group && notoverlap(csn.location,cso.location)

}

//run INCONSISTENT for 5

assert ALL_EXHAUSTIVE {

all r:Relationship |

!notsimilar(r.new.group.text,r.old.group.text) =>

ADD(r)|| SHIFT(r) || SAME(r) || SUBTRACT(r) || CONSISTENT(r) || INCONSISTENT(r)

}

//check ALL_EXHAUSTIVE for 5

//proved true

assert SAME_IN_SHIFT {

all r:Relationship | SAME(r) => SHIFT(r)

}

//check SAME_IN_SHIFT for 5

assert SHIFT_IN_SAME {

all r:Relationship | SHIFT(r) => SAME(r)

}

//check SHIFT_IN_SAME for 5
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fun SHIFT_AND_SAME (r:Relationship) {

SHIFT(r) && SAME(r)

}

//run SHIFT_AND_SAME for 5

assert INCONSISTENT_IN_SUBTRACT {

all r:Relationship | INCONSISTENT(r)

=> SUBTRACT(r)

}

//check INCONSISTENT_IN_SUBTRACT for 5
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Appendix E

CLONE GENEALOGY STUDY: GENEALOGY DATA FORMAT

<genealogy age="12" enddate="0206222147 "

f a l s ePo s i t i v eRea son="" f a l s e p o s i t i v e="false" s t a r t d a t e="0204221819 ">

<sinknode c chg="false" c cpy="false" c new="true" createdReason="">

<locat ionmapping ng members="2" og members="1">

<n map from="0" index="0" s c o r e="100" />

<n map from="1" index="1" s c o r e="0" />

<o map from="0" index="0" s c o r e="100" />

</ locat ionmapping>

<group id="10" v e r s i onS t r i n g="0204221819 ">

<codesn ippet end co l="2" end l i n e="85"

f i l e="c:\dnsjava0204221819 \org\xbill\DNS\CERTRecord .java"

s t a r t c o l="2" s t a r t l i n e="82" />

<codesn ippet end co l="2" end l i n e="79"

f i l e="c:\dnsjava0204221819 \org\xbill\DNS\DSRecord .java"

s t a r t c o l="2" s t a r t l i n e="73" />

</group>

</ sinknode>

<ev o lu t i onpa t t e r n A="false" C="false" I="false" R="false" S="true" SH="false">

<newgroup>

<group id="10" v e r s i onS t r i n g="0204302236 ">

<codesn ippet end co l="2" end l i n e="85"

f i l e="c:\dnsjava0204302236 \org\xbill\DNS\CERTRecord .java"

s t a r t c o l="2" s t a r t l i n e="82" />

<codesn ippet end co l="2" end l i n e="79"

f i l e="c:\dnsjava0204302236 \org\xbill\DNS\DSRecord .java"

s t a r t c o l="2" s t a r t l i n e="73" />

</group>

</newgroup>

<oldgroup>

<group id="10" v e r s i onS t r i n g="0204221819 ">
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<codesn ippet end co l="2" end l i n e="85"

f i l e="c:\dnsjava0204221819 \org\xbill\DNS\CERTRecord .java"

s t a r t c o l="2" s t a r t l i n e="82" />

<codesn ippet end co l="2" end l i n e="79"

f i l e="c:\dnsjava0204221819 \org\xbill\DNS\DSRecord.java"

s t a r t c o l="2" s t a r t l i n e="73" />

</group>

</ oldgroup>

<groupmapping l o c a t i o n s c o r e="100" newgroupid="10"

oldgroupid="10" t e x t s im i l a r i t y="100">

<locat ionmapping ng members="2" og members="2">

<n map from="0" index="0" s c o r e="100" />

<n map from="1" index="1" s c o r e="100" />

<o map from="0" index="0" s c o r e="100" />

<o map from="1" index="1" s c o r e="100" />

</ locat ionmapping>

</groupmapping>

</ evo lu t i onpa t t e r n>

<sourcenode age="12" d chg="true " d o ld="false" d rmv="false"

disappear ingReason="Diverged " factorReason="Header Prep " r e f a c t o r a b l e="false">

<locat ionmapping ng members="2" og members="2">

<n map from="0" index="0" s c o r e="100" />

<n map from="1" index="1" s c o r e="100" />

<o map from="0" index="0" s c o r e="100" />

<o map from="1" index="1" s c o r e="100" />

</ locat ionmapping>

<group id="9" v e r s i onS t r i n g="0206222147 ">

<codesn ippet end co l="2" end l i n e="85"

f i l e="c:\dnsjava0206222147 \org\xbill\DNS\CERTRecord .java"

s t a r t c o l="2" s t a r t l i n e="82" />

<codesn ippet end co l="2" end l i n e="79"

f i l e="c:\dnsjava0206222147 \org\xbill\DNS\DSRecord .java "

s t a r t c o l="2" s t a r t l i n e="73" />

</group>

</ sourcenode>

</ genealogy>
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Appendix F

LSDIFF PREDICATES IN TYRUBA LANGUAGE

This chapter defines LSDiff predicates in Tyruba, typed logic programming languatge.

SEMIDET, DET, NONDET, and MULTI mean that the expected number of query results

is 0-n, 1, 0-n, and 1-n respectively.

package :: String

MODES

(F) IS NONDET

END

type :: String, String, String

MODES

(F,F,F) IS NONDET

END

field :: String, String, String

MODES

(F,F,F) IS NONDET

END

method :: String, String, String

MODES

(F,F,F) IS NONDET

END

return :: String, String

MODES

(F,F) IS NONDET

(B,F) IS SEMIDET

(F,B) IS NONDET
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END

subtype :: String, String

MODES

(F,F) IS NONDET

(B,F) IS NONDET

(F,B) IS NONDET

END

accesses :: String, String

MODES

(F,F) IS NONDET

(B,F) IS NONDET

(F,B) IS NONDET

END

calls :: String, String

MODES

(F,F) IS NONDET

(B,F) IS NONDET

(F,B) IS NONDET

END

fieldoftype ::String, String

MODES

(F,F) IS NONDET

(B,F) IS SEMIDET

(F,B) IS NONDET

END

typeintype :: String, String

MODES

(F,F) IS NONDET

(B,F) IS SEMIDET

(F,B) IS NONDET

END
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inheritedmethod :: String, String, String

MODES

(F,F,F) IS NONDET

END

inheritedfield :: String, String, String

MODES

(F,F,F) IS NONDET

END
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Appendix G

JQUERY LOGIC QUERIES FOR GENERATING FACTBASES

1. package: “package(?X)”

2. type: “class(?X)” or “interface(?X)”

3. method: “method(?M)” or “constructor(?C)”

4. field: “field(?F)”

5. return: “returns(?C,?T)”

6. fieldoftype: “type(?F,?T)”

7. accesses: “accesses(?B,?F,?)”

8. calls: “calls(?B,?M,?)”

9. subtype: “subtype+(?Super,?Sub),class(?Sub)” or “subtype+(?Super,?Sub),interface(?Sub)”

10. inheritedfield: “inheritedField(?Sub,?SupF,?Sup)”

11. inheritedmethod: “inheritedMethod(?Sub,?SupM,?Sup)”
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Appendix H

DEFAULT WINNOWING RULES

The following pre-defined rules winnow out some of the superfluous facts in ∆FB. These

rules are tautologies; thus they should not be output to the user.

deleted_type(i,n,g) ^ past_typeintype(i,t) => deleted_typeintype(i,t)

deleted_type(p,n,g) ^ past_subtype(p,s) => deleted_subtype(p,s)

deleted_type(s,n,g) ^ past_subtype(p,s) => deleted_subtype(p,s)

deleted_type(s,n,g) ^ past_inheritedfield(f,p,s) =>deleted_inheritedfield(f,p,s)

deleted_type(s,n,g) ^ past_inheritedmethod(f,p,s)=>deleted_inheritedmethod(f,p,s)

deleted_method(m,n,c) ^ past_return(m,t) => deleted_return(m,t)

deleted_method(m1,n,c) ^ past_calls(m1,m2) => deleted_calls(m1,m2)

deleted_method(m2,n,c) ^ past_calls(m1,m2) => deleted_calls(m1,m2)

deleted_field(f,n,c) ^ past_fieldoftype(f,t) => deleted_fieldoftype(f,t)

deleted_field(f,n,c) ^ past_accesses(f,m) => deleted_accesses(f,m)

deleted_method(m,n,c) ^ past_accesses(f,m) => deleted_accesses(f,m)

deleted_package(p) ^ past_type(t,n,p) => deleted_type(t,n,p)

deleted_type(t,n,g) ^ past_typeintype(i, t) ^ past_type(i, n1, g) => deleted_type(i, n1, g)

deleted_type(t,n,g) ^ past_method(m,mn,t) => deleted_method(m, mn, t)

deleted_type(t,n,g) ^ past_field(f,fn,t) => deleted_field(f, fn, t)

added_type(i,n,g) ^ current_typeintype(i,t) => added_typeintype(i,t)

added_type(p,n,g) ^ current_subtype(p,s) => added_subtype(p,s)

added_type(s,n,g) ^ current_subtype(p,s) => added_subtype(p,s)

added_type(s,n,g) ^ current_inheritedfield(f,p,s) =>added_inheritedfield(f,p,s)

added_type(s,n,g) ^ current_inheritedmethod(f,p,s)=>added_inheritedmethod(f,p,s)

added_method(m,n,c) ^ current_return(m,t) => added_return(m,t)

added_method(m1,n,c) ^ current_calls(m1,m2) => added_calls(m1,m2)

added_method(m2,n,c) ^ current_calls(m1,m2) => added_calls(m1,m2)

added_field(f,n,c) ^ current_fieldoftype(f,t) => added_fieldoftype(f,t)

added_field(f,n,c) ^ current_accesses(f,m) => added_accesses(f,m)

added_method(m,n,c) ^ current_accesses(f,m) => added_accesses(f,m)
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added_package(p) ^ current_type(t,n,p) => added_type(t,n,p)

added_type(t,n,g) ^ current_typeintype(i, t) ^ current_type(i, n1, g) => added_type(i, n1, g)

added_type(t,n,g) ^ current_method(m,mn,t) => added_method(m, mn, t)

added_type(t,n,g) ^ current_field(f,fn,t) => added_field(f, fn, t)
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Appendix I

FOCUS GROUP SCREENER QUESTIONNAIRE

Hello, my name is Miryung Kim and I am a Ph.D student at the University of Wash-

ington, currently working on a new program differencing tool. I would like to understand

current practices of using a program differencing tool and get comments and feedback on

my new differencing tool that represents code changes semantically and structurally. All of

your responses will be kept confidential.

1. How many years have you worked in software industry?

2. Do you have programming experience?

3. Are you familiar with the Java programming language?

4. If so, how many years of Java programming experience do you have?

5. Have you ever used diff (a program differencing tool that compares programs textually

at line-level)?

6. Have you ever used version control systems (CVS, SVN, or SourceDepot, etc)?

7. If you answered YES on Question 5 or 6, how often do you use these tools?

(a) more than 5 times a week

(b) 1-5 times a week

(c) less than once a week

(d) less than once a month

8. Have you ever participated in code review (inspection) meetings?
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9. How often do you examine program changes done by other software engineers?

(a) more than 5 times a week

(b) 1-5 times a week

(c) less than once a week

(d) less than once a month

10. What is the size of code bases that you regularly work with?

(a) 10K-100K

(b) 100K-500K

(c) 500K+

11. Have you ever participated in focus groups?

The discussion will center on the current practices of code change reviews and your com-

ments on our new program differencing tool. The session will last approximately 60 minutes,

and refreshments will be served. In addition, you will receive a Starbucks gift card. Would

you be interested in attending this group?
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Appendix J

FOCUS GROUP DISCUSSION GUIDE

1. Introduction 12:00-12:05 (5 minutes)

Greeting (Slide 1)

Purpose two reasons: (1) to gather insights into the current practice and (2) to

get your comments and feedback.

Focus group format (Slide 2)

Distribute name tags

Reminder—Your active participation is a key to the success of this focus group.

Agenda (Slide 3)

2. Discussion on the current practice 10 minutes, 12:05-12:15

Diff (Slide 4)

VCS is based on diff tools. (Slide 5)

Side-by-side views. Eclipse IDE and SVN

Most of you said that you have experience of using diff-based tools.

Can you please tell me in which task contexts do you use diff?

What do you like about diff?

What do you not like about diff?

3. LSDiff Presentation 12:15 - 12:20 (5 minutes)

Motivating scenarios (if necessary) (Slide 7)
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Version control systems (Slide 8)

What we would like to have instead (Slide 9)

Algorithm overview (Slide 10)

Fact-base generation (Slide 11)

Compute the set-level difference (Slide 12)

Rule learning (Slide 13)

LSDiff output (Slide 14)

4. LSDiff Demo 12:20 - 12:25 (5 minutes) Pop up the Firefox browser. This looks like

a regular diff result. In the bottom, there are a set of files, either modified, added

or deleted. For each file, you can click on the file and see word-level differences. In

this output, added text is yellow and deleted text is red strike-through. We manually

augmented a HTML diff output using LSDiff output. LSDiff rules are complimentary

to diff output. Now, let’s come back to the top of the page. This is an overview

generated by the LSDiff rules. We translated first order logic rules into English sen-

tences over here. You can see statements like this. . . . Okay once you click on the

rule 4. You can see more details about which structural differences are explained by

this. For example. you can see that there many host fields are deleted. If you click

on it, you can see the regular textual diff output. The main difference is that there

is an annotation (a hyperlink back to the rule) which describes systematic changes.

LSDiff currently targets Java, but it is potentially language independent. It accounts

for renaming and moving. LSDiff is complementary to diff.

5. LSDiff Initial Evaluation (5 minutes) 12:25-12:30

Initially what’s your reaction?

What do you like about LSDiff?

What do you not like about LSDiff?
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6. LSDiff Hands-on Trial (10 minutes) 12:30-12:40

Go to website URL.

You can ask questions.

7. LSDiff In-Depth Evaluation (15 minutes) 12:40-12:50

What do you like about LSDiff?

What do you dislike about LSDiff?

What do you see as the potential benefits of LSDiff?

In which context would you like to use this?

In which context would you like not to use this?
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Appendix K

FOCUS GROUP TRANSCRIPT

M. Mediator

L. Liaison

P1. SDE

P2. Senior SDE

P3. Senior Principal SDE

P4. SDET

P5. SDET

(12:02 Introduction)

M. Hi, my name is Miryung Kim. I am a Ph.D student at the University of Washington

and I am doing research in software engineering. There are two things that I would like

to focus in today’s focus group. First, I would like to gather insights into how program-

mers understand code changes or in which kinds of situations programmers use program

differencing tools such as diff. Second, I built a new program differencing tool called Logical

Structural Diff (LSDiff). This tool allows a new way of thinking about code changes and

it is an automatic program differencing tool. So I would like to get your comments and

feedback on this program differencing tool (LSDiff).

So let me just start by explaining the format of this focus group. Focus groups are

often used in marketing research to test new concept or to get feedback on a new product

in an early stage of product development. We are recording audio as you may be already

aware of it. If you are uncomfortable with audio recording, you may leave the room. I will

guarantee that your comments will be kept anonymous throughout this research and after

we transcribe the audio tape, your identity will be kept confidential. Second, in a focus

group, there is no right or wrong answer. Whatever opinion or feedback you have is valid.

The way that we gather your feedback is through your quotes. So it is very important for
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you to speak one at a time as clearly as possible.

(12:10 Finished Introduction)

M. First, we will have a discussion on the current practices of using diff or diff-based

version control systems. Over here at X company, I was told that you use Perforce (P4). I

am going to explain a little bit about how LSDiff works and then demonstrate some of its

output. Next we will have a short discussion on LSDiff. There will be a chance for about

10 minutes that you can use your own web browser to browse a sample LSDiff output. I

would like to finish this by leading a discussion on what you think about LSDiff and how it

can change the picture of software development.

I believe that most of you are familiar with diff. If you compare two versions of program

using diff, you get line-level textual differences per each file. For example, if you compare

two versions of a program, for each file, you can see this kind of line-level differences. The

point is not about how a tool represents the diff output either as side-by-side views, tree-

views, or some other UIs. The core of diff is that it represents textual line-level differences.

Because diff has been used as a basis for many version control systems such as CVS or

Subversion, this output is probably what you see very often in your version control system.

There might be some check-in comments, which describes changes at a high-level. It is often

easy to identify high-level intent from these check-in comments, but they do not always map

to code-level changes. Sometime like this case where the change consists of over 4000 lines

of code changes across 9 different files, it is difficult for human beings to understand what

programmers intended to do. I have several questions about the current practices of using

diff, and you can chime in and have your say.

M. In which task contexts, do you examine code changes? Based on the survey, I

understand that most of you look at code changes usually weekly and at minimum monthly

basis, or even daily sometimes.

P1. The one that comes up the most frequently is a code review.

M. A code review?

P1. I will say that that’s multiple times a day. After that, a lot of times when I’m

looking and troubleshooting then and trying to figure out what’s wrong with a piece of

code, usually I’d like to know some context about when it changed, cause when something
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broke on a certain day, it is nice to find out about what changed at that time.

M. Before the code review meetings, do people usually go over code changes or . . . ?

P1. For us it’s not usually a review meeting. Someone makes changes and sends them

out so that everybody can see it. So no meetings.

M. So again. . .

P2. I was about to say that you know we usually get code reviews via email. So if you

don’t know the code, you can see the history. Diff may help you understand how the code

has changed.

P1. In troubleshooting context or what kinds of context?

P2. Yeah, usually in troubleshooting context.

P1. Yeah. It’s hard to change something without knowing how it evolved and it is in

the state that it is at.

M. Can someone tell me a little bit about what is troubleshooting? And what is the

scenario?

P3. Basically what they are saying here is that you need to see generational changes,

not just this file and that file, but how it has changed over time in the sense you know, as

you went through a series of change motivations, how the code changed.

P1. Sometimes, I am looking certain lines, and I am like, I want to know who changed

that line. In troubleshooting, what I’m talking about is you get an error and I think the

code should be doing this, and as you are going through, in this particular context, this

variable is not being set or they did not anticipate these situations. Is it that I got a bad

input, or that they are not handling correctly, or what? And so in that context, you are

kind of like, the only documentation you have is the code that you are staring at right there.

So you wanna know how it got to the state that it is at.

P3. So diff tool doesn’t do that, forcing source code to be annotated and to have

comments or something like that. A lot of people put remarks at the end of the line with

comments, or some sort of. This line got added because of that particular trouble ticket or

something. It is annoying for a person to manually (do that). Most diff tools that I have

experienced do not have a capacity like that.

M. Right.
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P1. The reason that people put that kind of comments is like that, ’Yeah, this looks

convoluted and stupid.’ ’Don’t change this because if you do, the same type of bugs will

happen.’

M. So the common scenario is that you have some bugs, suddenly after the last two

months, it seems like a bug popped up. You need to go over the past history to figure out

which change might have led to this bug. Is that right?

P1. Yeah.

M. In this situation, what is very useful is an association to high-level change, right? A

ticket or a bug fix that relates to that particular source lines?

P1. And what other changes were made at the same time.

P3. If you undo a bug fix, it will easily reintroduce the bug that was previously fixed.

But without annotations, you don’t discover that except by having the bug show up again.

It’s kinda painful. The diff tools that I use, they are all file-oriented.

P3. They don’t have notions, which I think you are trying to address is that, they don’t

have semantic relationships between different files. I want to say, ’What did I change due

to this problem in our company terminology, a trouble ticket?’ It might have changed over

300 different files. I’d like to see not just one file but all 300 files that were included as part

of that. It is scaling up for a single source file to into spacing in which changes—correlated

change took place.

M. Actually I wanna dig a little deeper. You mentioned that, I think, there are two

related problems. You mentioned that it’s hard to understand what changed at the same

time using diff, right? What are the files that changed together?

P1. Yeah. It’s like one of the things that he said and I agree with is that, let’s say

that somebody refactored something and they took a big chunk of code and moved it from

this file to that file, and looking at this file, you have no idea about its history and how it

evolved. It evolved over here and then (it) got cut over here and pasted over here. So it’s

like you have no idea, and you have just lost all the contexts.

M. Yeah. . .

P3. Suppose that 2000 lines of code just disappeared, and you don’t know where it

went...
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M. When refactoring happens, there’s a discontinuation in the evolution history, because

it is hard to trace code based on file names or using file granularity differencing tools.

M. I see.

M. Is there anything that you like about diff?

P3. Certainly, there are little changes that are hard for human beings to notice like

changing a character in a line. You can’t see that, but a tool can see that. That makes it

very easy for you to notice a stuff like that.

P1. And it is also nice that it can filter out white space changes, too. Because again,

you want to ignore those changes that have nothing to do with the context of the code. But

diff is a great tool, though.

P2. Diff does a good job at figuring out what changed. It is amazing actually. It does

a pretty good job of figuring out what you changed.

P1. P4 seems to be smart about language-level diffs. It’s not like a typical diff where it

is just a line-level. It can kind of see, especially when you are doing a merge, that’s when

diff really comes in handy in this respect. It figures out, ’This is a method encapsulated

here, not just a collection of lines,’ ’There’s actually logical cohesion here.’ It’s not perfect

about that and it would be nice if it does better.

M. It seems like having some sort of language semantics such as code elements—a class or

a method or a function—having that information is useful for merging code or understanding

code changes.

P2. Yeah, also suppose that you recognized a method also. Even despite IDEs, you may

want to group similar methods together, etc. A chunk of lines moved here to here. Diff

doesn’t help with that and if a tool was aware of that (that would be great), not just simple

methods added here and there.

(12:22 LSDiff Introduction)

M. Now let me go over and talk about my tool. The motivation of my tool is based on

looking at diff or check-in comments, it is difficult for human beings to understand why a set

of files changed together. It is especially difficult if the code changes involves renaming or

moving of code. In general, if you are looking for a bug that might have happened because

of inconsistent or incomplete changes, it is hard to identify missing changes by looking at
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diff unless you read all of the differences. In the case of this refactoring example, to check

whether this refactoring was complete or not, you have to read over 4000 lines of code. Most

people do not have time to do that.

This is like what I would like to have. This kinds of high-level change descriptions. This

is what developers would see; English translation of logic rules that our tool finds. So for

example, by looking at this first line, I know that all draw methods take an additional int

parameter. No matter how many lines have changed due to this API extension, I am going

to represent such change as one rule. The other one is like there is some sort of refactoring

happened, all port fields in the class of ImplementationService got deleted except NameService

class. By generating hypotheses about systematic changes and evaluating the hypotheses,

we can also find exceptions that violate its general change patterns. What our tool outputs

is concise high-level change descriptions where you can easily note missed changes and,

unlike English descriptions, it has explicit structure that code elements can relate back to

the code changes.

P3. In this case where you see ’all’, tell me if this tool does, it would be really useful if

9 out of 10 got changed, but one got forgotten. It doesn’t know it got certainly forgotten,

but with a high probability that this instance is kinda against the other ones. In fact, it is

a missing change.

M. Yes, exactly. As you will see later in my tool demonstration, this tool does exactly

what you said. My tool gives you the confidence about 9 out of 10 places changed this way;

however, one place violated that systematic change patterns. My tool tells you explicitly

where the exception is.

M. So now, I am going to briefly go over the algorithm. Basically, like any regular

differencing tools, it takes two versions of a program, it automatically finds logic rules and

facts that together explain structural differences between two versions of a program. We do

this in three steps. We first use a program analysis tool to represent code as a set of facts

in a database. For example, there is a class GM that extends Car class, that means (that)

there is a type GM, there is Car, and there is an inheritance relationship between Car and GM.

And suppose that there is a method GM.run. We also identify data accesses such as reading

or writing fields or variables and method calls between different methods. Basically, we
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represent a program as a set of code elements and their structural dependencies.

P3. You used the term ’program.’ Are you defining this as a context of a program?

What do you mean by a program here? A ’program’ is ambiguous. Is it a temporary term

you are using here? In this case, you are equating a program as a class?

M. Oh, no, no,, no. I was just showing you one class. What I mean by a program

is. . . (Interrupted)

P3. A same class can be used by thirty different programs. What constitutes a program

in a traditional sense?

M. So, in this case, if it is a Java program, then all the classes and all the packages. We

analyze everything. Usually there’s a unique identifier for each (class or package).

P3. You mean a program as a class with a main in it? Is it your definition of a program?

M. No every source code, except libraries. Basically we do a source code analysis. We

reverse engineer . . . (Interrupted)

P1. Basically what we call as modules or packages.

M. Right. . .

P3. You mean a set of directories that you get pointed to. Is that what you are saying?

P4. (Chimes in) I don’t think it really needs a definition.

P3. I am just trying to understand the scope of this tool.

P1. It sounds like it is a common repository.

M. So for example, if you say a revision 200 and a revision 201, I am going to pull out

all the source code from the source repository for those two versions.

P3. Oh, you walk through the entire repository to. . .

M. Yeah, it is not that difficult because you can analyze the differences incrementally.

Suppose that you represent a program as a set of facts and (represent) the other version as

a set of facts. We difference those facts using a set difference operator. So you can see what

are the deleted methods and what are the dependencies between modules that were added

or deleted. And in the step 3, I am not going to go into details, but the idea is that we

generate hypotheses about high-level changes as logic rules. We systematically generate all

of them, we evaluate them and accept the ones with high support and accuracy. So the set of

fact-level differences is reduced to a set of logic rules that imply the (fact-level) differences.
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So for example, what this example means is that in the old version, all the methods that

called SQL.exec method now deleted calls to DB.connect. We learn this kinds of rules. This is

a machine learning algorithm that automatically infers rules from a set of database facts. So

suppose that the SQL library that you were using had a risk of SQL injection bug. So the

management or somebody requested to remove all calls to this library and replace with the

SafeSQL. This will be represented as a concise rule, ’all places that called SQL.exec now added

calls to SafeSQL.exec except one.’ So you can explicitly note where the exception happened.

Or the other common case is that when you try to add a feature, it may involve scattered

changes across a program. For example, when the change involves adding setHost methods

to every subclass of Service class except NameService class. Again if we identify exceptions to

general change patterns, you can spot inconsistent or incomplete changes more easily. Now

I am going to show a sample output of my tool that was augmented with . . . As you know,

logic rules are not always easy to understand. But they can be always directly translated

to English descriptions.

(12:30 Showing example output of LSDiff) There is a project called Carol. It has re-

visions. This is similar to what you may see in a typical version control system. It has a

check-in message and it says, ’Common methods go into an abstract class, easy to main-

tain/fix.’ What you see in the bottom is similar to what you will see in most version control

systems. There are all the files that were either deleted or added, and if you click on one of

the files, you can see line-level or word-level differences. Red strike-through means that they

were deleted. Yellow-highlighted parts mean that they were added. This UI is not what I

chose. I augmented an existing HTML diff output. Please don’t criticize on the colors and

particular choices of highlights. I just augmented my results on it. What is different from

the existing diff output is that there is an overview about code changes. This is about over

4000 lines of code changes and it is very difficult to read. You can see the inferred rules. The

first rule says, ’By this change six classes inherit many methods from the AbstractRegistry

class.’ Let’s read another rule, the rule number four over here, ’All host fields in the classes

that implement NameService class got deleted.’

P1. A lot of times, people will make corresponding changes. Does this handle configu-

ration files?
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M. It doesn’t, but you’re right.

P1. Especially when there are tight couplings between semantics and configuration.

P3. Can you diff those types of files?

M. Right right.

M. This example doesn’t have config files, but you can still get basic diff results out of

config files.

P3. These things are all predetermined? Are you hard-coding patterns? or Are you

discovering them?

M. Discovering them. We systematically search and pick the rules that have high sup-

port.

P3. You could do this with pre-discovered rules...

P1. It does understand constructs like methods, parameters, etc., right?

M. Right.

(12:36 Discussion)

M. What do you like about the tool?

P4. This seems like a repository view. It helps with understanding differences. I was

thinking more about individual file changes. Could you do this for class-level differences?

Some changes are not that big, some here some there.

M. The example I showed you had lots of changes. If there were just a few changes, you

might not be able to group them as a higher order pattern.

M. You can run this on any two versions, any version pair. It’s more or less like diff.

P5. This looks great for big architectural changes but I’m wondering what it would give

you if you had lots of random changes.

P3. It’ll look for relationships that don’t exist.

M. If there are no structural changes, you’ll just see diff. This doesn’t replace diff, it

complements it.

P2. Does it make any sense to try to—does it use type information?

M. It uses type information.

P2. So the facts do contain types also.

M. Yes.
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P3. Would you notice all ints being turned to longs?

M. Yes.

P3. There goes to my scoping question. All the ints go to longs in a particular class, or

a method, or a package? These are different scopes. What type of scopes do you recognize?

M. All scopes that you mentioned.

P4. Who was your customer? Who did you think your customer would be?

M. I’m here to get that answer from you. Let’s defer that a little bit.

(... missed some stuff here ...)

P1. I think, everyone with a large code base and individual developers who don’t have

time to go in and become intimately familiar with the code, and Different developers working

on the same code base.

M. So you think it’s more useful for looking at code you’re not familiar with?

P1. Yeah, getting more context about the evolution of the code.

P3. It it lets you do things that would be so tough to do with diff that you don’t even

try. There is a big opportunity here that you don’t cover—recognizing that refactoring

should occur. All this code inherits from the same super-class. You should recognize that

and suggest it.

P1. I actually disagree. I think this is the right scope. You want to recognize what went

on, not to suggest what to do. One of the questions that came up earlier is that ’Did they

forget this?’ This tool isn’t trying to infer. . . (Interrupted)

P3. You missed my point. My point isn’t to say not to build this tool but you should

build an additional tool which has the opposite of this functionality.

P1. I don’t think that’s a tractable problem though.

P4. I would definitely disagree.

P1. I don’t think this is in the scope.

P3. She (the mediator) pruned the search tree to do this in a reasonable level. I think

similar efforts are required in the other tool.

M. I understand what you are saying. There’s a huge body of literature about pro-

gram transformation or recommendation tools. I think that’s not exactly the scope of our

discussion today. I will be happy to talk more about those tools.
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P3. This is a different tool.

M. Yeah, they are targeting different goals. They have different purposes.

M. So I wanna dig a little deeper. You said that this tool can be used for all cases that

people use a regular diff for.

P1. I disagree with that.

P1. Diff is a specialized tool for what it does. There are sometimes that you wanna

look at two files. I guess you could say that. You have to know something about what the

file is saying. In this case, you’ve taken for example Java, and we know some of the syntax

of Java, and we know how it fits, and what it is saying, etc. If you were looking at natural

language descriptions, you cannot do that. But I am thinking text files and configuration

files, there’s a lot of other types of files where diff makes sense but this wouldn’t make any

sense at all.

P3. Is your intent to make diff obsolete? Nobody ever uses diff anymore? I don’t know

whether that’s the goal here.

M. No. I am not trying to replace diff.

P3. You said that in the degenerate case you fall back to diff-like behavior. For example,

if somebody gives you a new programming language that you did not know the context of,

you basically fall down to diff, line-level comparison, is that true?

M. You mentioned about language dependency. This tool has two components. One is a

language dependent component, which is a program analysis component that extracts facts.

The later rule-inference component is language independent. You can potentially imagine

using this tool for other languages like Perl, Python, you know C or any other language. I

think that’s a separate issue. I think what P1 was saying, you can correct me if I am wrong,

that configuration files often do not have this kind of structure to extract.

P1. Yeah, well actually that’s something else though. This has two things. It gives you

the information about, it has some some awareness of, what the file has in it. A Java file

and it is organized with these structures. You can’t do that with configuration files. In

fact I think this would be one of things that could be a great improvement. Most of the

programs we do, it is not strictly in Java, but they are Java plus SQL plus XML. It would

be beneficial if it could do that.
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P1. We’re talking about where this wouldn’t be used.

M. Right.

P1. It wouldn’t be used in case where if you were just working with one file. That won’t

make a lot of sense cause there again, unless the same change happens multiple times in

the same file. In case where if you don’t have rules about the structure of the file, it is not

going to add anything that is helpful.

P2. This and diff has a very little overlap actually. Because this is a different level of

abstraction, so this differencing is contextual. It is much more complementary to diff. So

it gives you condensed information.

M. Can you tell me a little bit about in which cases that this complements diff well? So

you may imagine yourself using it?

P2. I guess it is much a higher level of abstraction so it gives you context. You may start

with the summary of changes and dive down to details using a tool like diff. Diff will print

out details and this will give you overall things. It is complementary in different levels. I

like the acronym Logical Structural Diff.

P5. I would like to use it with the XXXXXX SDK. I was writing tests for PR1 and now

we are jumping to PR2. There were changes in the SDK. We don’t know what exactly they

are. If we could run that between PR1 and PR2, (Interrupted)

P5. The XXXXXX SDK . . .

M. I am not fully understanding the context, but you are . . .

P5. I write tests for the new XXXXXX SDK.

M. Is it a framework?

P5. Yeah, it’s an E-commerce platform SDK. They released a PR1 and now a PR2. we

wrote all our tests against PR1 and now we have to move them to PR2. How do we figure

out those differences?

P1. That’s a good usage case.

P5. I used to know their stuffs. But now their members of the classes are gone, so things

are retyped or whatever, I need to find out all that.

M. So you are saying that, the component you depended on made a migration to the

next milestone or release, and you want to understand what’s the difference between them.
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P1. Specifically with testing, this is where this can be really powerful. Because you can

see and this is what you are saying that, you can see generic types of changes, you don’t

have to go by line by line, ’Oh, these are the types of changes that we made, and we can

make tests for those types of changes.’ This will make the tester’s time much more efficient.

L. Particularly, the project that you were working on, a lot of changes are crosscutting;

for example, we encrypted a market place ID for all our APIs for security reasons, those

kinds of crosscutting concerns, if you know it, that will be great before you dive in and

figure out how much work you actually need to do. So for scoping perspective, it is really

useful, too.

P2. Maybe there’s something simpler than this (LSDiff). Maybe just saying ’This field

got deleted’ would be useful. . . Even ’This field got deleted and that field got deleted’ is still

a useful summary. It does not need to know anything more than a structure. Even those

things too with lots of changes, it will be still useful.

P1. Are you saying that you can do that without knowing the structure?

P2. I am saying that a part of this process is knowing systematic changes not just one

change.

M. To answer your question, if there are systematic changes, we summarize it. If there

were no systematic changes, we just output as is.

P2. I’m saying this might be useful on its own.

(12:52 Hands-on Demo)

M. If you have a browser, you can type this URL and then you can see the same output

yourself.

P1. This is cool. I’d use it if we had one.

L. I didn’t hear anyone say that they wouldn’t use it

P5. This is a definitely winner tool.

P4. This is definitely good for code reviews. If you look at it, compare to looking at

line changes and overall file changes, this gives you a lot more context behind the actual

change. Oh, instead of looking at some guy replaced this variable and that variable. . .

P1. And then when you click through to drill down, you know what you’re looking at.

I am looking at who deleted this.
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P2. You know what to expect. You can minimize the time that you are looking at code

changes.

P1. This ’except’ thing is great, because there’s always a situation that you are thinking,

’Why is this one different?’

M. Where do you think the exception might be useful?

P1. I think a lot of times you’re going to have 50 and 50. These 4 were changed and

these 4 weren’t. It just gives you more context. It just tells you that this thing is different

for some reason. As I said before, you can’t infer the intent of a programmer, but this is

pretty close.

If I’m going to assume that this was a correct change, it might be interesting for me to

look at the exceptions and contrast with those. Then I would understand better why these

ones need to change. It’s just more context.

M. Probably something to communicate. You might ask developers why they did not

change this.

P1. Oh, you may see things in this package changed this way but things in this other

package did not change this way. It may be related to business logic changes that the regular

tools are not able to pick up.

P4. This looks very good for platform testing. Being able to see how people are using

the platform. Suppose that I made a platform change and some guy is adapting to my

platform change. I can definitely see easily whether other people are using my platform the

way I want it.

P1. Third party situations, such as open source projects.

P1. If I’m following a code base, I’d like to read the change list that went through, or

you can read something like this, to see how it’s changed. This will give you more structure

information.

M. Knowing what kinds of dependencies were added and deleted, and whether they are

really invoking my service or not. That’s sort of things that you are looking for?

P2. In services you deal with interfaces more, though I guess you can extend this to

handle service definitions like add and remove arguments, etc.

M. So you’re talking about API migration. The service has a new API.
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P2. I don’t think this will work with service definitions and migration. It’s more

decoupled. . . What I am saying is that this will work with library usage changes, but not

service definitions or migrations.

M. What you’re saying is that the service is not statically determined. It’s dynamically

loaded, and the service depends on the loaded data. So it’s not easy to see the dependencies.

P2. Yeah, you have to process the interface definitions.

P1. Yeah, and it is not explicitly in the code base. It isn’t brought in as a dependency

at a compile time.

P4. I noticed one of the file had replaced a variable with a method. I didn’t notice a

statement about it.

P1. That’s a standard idiom change.

M. The reason why it’s not showing up is that there are rules that say if you intro a

new method, all the places where you invoke the new method, we are currently suppressing

that—everything implied by that new class is obvious.

P1. It is a standard idiom in Java.

M. You’ll see it as a refactoring but I don’t have a hyperlink in every line.

P4. It’d be good to see that I replaced port with getPort() in every class or whether

there are exceptions.

P4. Yeah, I am thinking from QA perspectives.
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